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Figure 1: A 2D example. An arbitrary trajectory (1a) is digitized at a constant sampling rate (1b), and our objective is to club the path
coordinates together in, say, 7 clusters. K-means based algorithms do not deal with temporal information, therefore groups are ill-defined
(1c) and hence also the resulting segmentation (1d). Our proposal, though, allows to easily cope with the sequentiality of data (1e,1f).
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1 Introduction

Many problems in Computer Science require a trajectory segmen-
tation, in part due to the notably huge spectrum of devices that cap-
ture sequentially-generated information (e.g., motion sensors, video
cameras, RFID tags, eye trackers, etc.) Segmentation leads to sim-
plify the structure of the data, so that original objects can be divided
into smaller, more compact structures. Seen this way, segmentation
can be approached as a compression technique, i.e., organizing tra-
jectories into segments whose members are similar in some way.
This can be solved as a clustering problem. Unfortunately, to date
we have not found a suitable method that can tap in a really sim-
ple way the temporal constraint implicitly embedded in the data.
Moreover, near-optimal solutions such as kernel methods or hidden
Markov models can be prohibitive if processing power is a restric-
tion (e.g., on mobile devices).

Here we present a novel trajectory segmentation technique based on
the K-means algorithm, a special case of EM clustering. K-means
is well known for its simplicity, relative robustness, and really fast
convergence to local minima. It is also well known that its perfor-
mance depends upon two key points: initial partition and instance
order. For that reason, we tuned the algorithm of [Duda et al. 2001]
for unsupervised classification. This version, instead of using the
classical minimum distance criterion [Lloyd 1982], is a sequential,
iterative optimization refinement that evaluates the sum-of-squared
error (SSE, also denoted as Je) at each step, reallocating a sam-
ple to a different cluster if and only if that reassignment decreases
Je. Also, given the sequentiality of data, we use the trace segmen-
tation (TS) algorithm [Kuhn et al. 1981] for centroid initialization.
TS consists in a non-linear sampling operation that redistributes ob-
jects to enforce even spacing between them, eliminating thus redun-
dancy.

2 Method

We use TS to build an initial partition of the data. Then we im-
pose the following constraint to the classification step of K-means:
a sample x in segment i is iteratively reallocated to the previous
or next clusters (i ± 1), characterized by their means µ and their
number of samples n. The best reassignment j∗ is determined if
the variation in SSE is beneficial, i.e., when ∆Je < 0:

j
∗ = argmin

i−1≤j≤i+1

∆J(i, j)
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where

∆J(i, j) =
nj

nj + 1
‖ x− µj ‖2 −

ni

ni − 1
‖ x− µi ‖

2
.

The algorithm stops when there are no samples to reallocate, ensur-
ing thus that the partition has reached the minimum error boundary.

3 Contributions and Benefits

Our proposal: 1) is accurate, since it guarantees the convergence
to the “best” local minimum, i.e., the less distorted segmentation
of the original trajectory; 2) is robust, as each run for a given K
always yields in the same segments — thanks to the TS initializa-
tion; 3) is fast, because, instead of the classical one-against-all
strategy of search, we only need to check two clusters in each clas-
sification step — computational complexity is thus Θ(kd) instead
of Θ(nkd); 4) does not require extra input parameters, just the
sample vectors and the number of desired segments, as in K-means;
5) is specially suited for real-time applications and large datasets,
since the computational cost of updating the centroids is indepen-
dent of the number of samples; and 6) supports on-line learning:
clusters can be updated while new objects arrive without affecting
the previous data structure.

4 Conclusion

Ours is a really straightforward method to simplify the segmenta-
tion of motion based trajectories. The introduced modifications to
(the sequential version of) K-means allowed us to deploy a succinct
clustering algorithm for segmentation while greatly accelerating the
process to convergence. We believe this work opens a new door to
novel applications in the computer graphics domain and beyond.
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Interactive Demonstrator. Please visit the following URL:
http://personales.upv.es/luileito/wkm/siggraph-demo.html
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