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Abstract

Web users often have a specific goal in mind comprising various stages that are reflected, as executed, by their mouse cursor movements. Therefore, is it possible to detect automatically which parts of those movements bear any intent and discard the parts that have no intent? Can we estimate the intent degree of the non-discarded parts? To achieve this goal, we tap into the Kinematic Theory and its associated Sigma-Lognormal model (ΣΛM). According to this theory, the production of a mouse cursor movement requires beforehand the instantiation of an action plan. The ΣΛM models such an action plan as a sequence of strokes’ velocity profiles, one stroke at a time, providing thus a reconstruction of the original mouse cursor movement. When a user intent is clear, the pointing movement is faster and the cursor movement is reconstructed almost perfectly, while the reverse is observed when the user intent is unclear.

We analyzed more than 10,000 browsing sessions comprising about 5 million of data points, and compared different segmentation techniques to detect discrete cursor chunks that were then reconstructed with the ΣΛM. Our main contribution is thus a novel methodology to automatically tell chunks with and without intention apart. We also contribute with kinematic compression, a novel application to compress mouse cursor data while preserving most of the original information. Ultimately, this work enables a deeper understanding of mouse cursor movements production, providing an informed means to gain additional insight about users’ browsing behavior.
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1. Introduction

A website can easily find out where a user has been on their pages through server access logs, but this yields an incomplete picture of what their users were actually doing. In contrast, page-level interactions, derived from recorded client-side mouse cursor data, provide fine-grained information about users’ browsing behavior. More concretely, to find out what content is consumed and how it was consumed at the page level, the website can record richer interactions such as cursor movements and hovering, scrolling activity, and text highlighting. These interactions can then be interpreted into higher-level behaviors like reading and marking interesting text with the cursor, quickly skimming the entire page, or moving the cursor out of the way to the side [31].

While browsing a website, users often have a specific goal in mind (e.g., purchasing an item), which arises from a decision process comprising various stages [25, 39, 55]. The execution of each stage is ultimately reflected by different mouse cursor movements, since they are initiated unconsciously at first and enter consciousness afterward [20]. In other words, “users first focus and then execute actions” [34]. How to leverage this type of movements is still a subject of debate in the research community. For example, search engines can re-rank search results using what people click as implicit feedback (either personalizing results for individuals from their click history, or using aggregated data from past searches to improve the overall ranking), e-commerce sites can learn what parts of the page deter potential customers, and social networking sites can use aggregated usage metrics to improve the usability of their application. However, not all parts of a cursor movement have an explicit goal or intention, nor does every cursor coordinate have equal value to website developers or data scientists. Therefore, is it possible to automatically detect which parts of those movements have a high probability of bearing any intent\(^1\) and discard the parts that have no intent? Furthermore, can we estimate the intent degree of the non-discarded parts?

The Kinematic Theory [47] provides a well-established and solid framework for the study of the production of human movements. The Sigma-Lognormal Model (ΣΛM) [50] is the latest instantiation of this framework and has been used, among others, in graphonomics [14, 45], handwriting [11, 40], gestures [32, 52], or reproducing wrist movement and eye saccades [48]. Furthermore, it has been shown that a computer mouse is reliable enough to be considered as a velocity acquisition device [46]. Yet to date, ΣΛM has not been used to study mouse cursor movements on websites. There has never been any study into treating cursor trails as the result of complex human motor control behaviors. After all, given that a mouse cursor movement is a specific class of human pointing

---

\(^1\)We refer to “intent” as “the user has a target position in mind”.

---
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movement, it makes sense to use the ΣΛM to study user intent on websites from mouse cursor trails. Our work is the first to model the movements themselves using the Kinematic Theory.

Moreover, transforming the cursor trail into a 6-parameter model reduces the dimensionality to something that is more easily interpretable. This simpler feature set can be applied e.g. to supervised learning algorithms that train classifiers of user intent or relevance based on cursor activity.

In this article, we contribute with a novel methodology to automatically tell mouse cursor trails with and without intention apart. We also contribute with kinematic compression, a novel technique to compress mouse cursor data while preserving most of the original information. Ultimately, this work enables a deeper understanding of mouse cursor movements production, providing an informed means to gain additional insight about users’ browsing behavior.

2. Related Work

In this section we first review previous work on mouse cursor tracking, in order to provide the necessary background for the reader. Then we discuss previous work on modeling human movements, which laid the foundations of the Kinematic Theory. In the next section we elaborate more on such theory and show its value to determine intent from mouse cursor trails.

2.1. Mouse Cursor Tracking

There has been an enormous body of research investigating user interactions from mouse cursor data. The first research projects modified the Web browser to collect cursor data, mainly to identify user interest in the page. In early work, Goecks and Shavlik [16] modified a Web browser to record themselves browsing hundreds of Web pages. They found that a neural network could predict variables such as the amount of cursor activity, which they considered surrogate measurements of user interest. Claypool et al. [8] developed the “curious browser”, a custom Web browser that recorded activity from 75 students browsing over 2,500 pages. They found that cursor travel time was a positive indicator of a Web page’s relevance, but could only differentiate highly irrelevant pages. They also found that the number of clicks on a page did not correlate with its relevance, despite the intuition that clicks represent links that users found appealing. Shapira et al. [56] developed a special Web browser and recorded cursor activity from a small number of company employees browsing the Web. They found that the ratio of cursor movements to reading time was a better indicator of page quality than cursor travel distance and overall length of time that users spent on a page.

There are several services, including commercial products (e.g., ClickTale, LuckyOrange, MouseFlow) that have offered cursor tracking analytics for website
operators, typically presenting the data as heatmaps and replays. These services offer cursor interaction data to website developers to apply in usability analysis as they see fit. Leiva and Vivó released smt2c [35], an open source cursor tracking toolkit that allows website owners to set up their own cursor-based analytics on their website. Their toolkit has been used by numerous website developers to track the cursor interactions from their own users.

In usability settings, there has been work to analyze the cursor to learn about engagement on Web pages. Hijikata [21] used client-side logging to monitor five subjects browsing a total of 120 pages. They recorded actions such as text tracing and link pointing using the cursor. The findings showed that these behaviors were good indicators for interesting regions of the page, around 1.5 times more effective than rudimentary term matching between the query and regions of the page. Atterer et al. [6] investigated the usability of an online form through cursor analytics, Arroyo et al. [5] presented visualizations of cursor trails to students who “proposed and prototyped redesigns reorganizing information where it could be easily found, and simpler to navigate,” and Arapakis et al. [2, 3, 4] investigated user engagement through mouse cursor movements and overall interaction activity. Leiva and Vidal [33] have used page-level cursor interactions to cluster Web documents, and Leiva and Vivó [35] have applied cursor tracking to predict time spent on a page, number of clicks, scroll reach, and amount of cursor movements.

In the search domain, Guo and Agichtein [17] captured cursor movements using a modified browser toolbar and found differences in cursor travel distances between informational and navigational queries, as defined by human labelers. Furthermore, a decision tree could classify the query type using cursor movements more accurately than using clicks. Guo and Agichtein [18] also used interactions such as cursor movement, hovers, and scrolling to accurately infer search intent and interest in search results. They focused on automatically identifying a searcher’s research or purchase intent based on features of the interaction. In a more recent paper, Guo and Agichtein [19] look at cursor interactions after the click onto the landing page and find that these post-click interactions (e.g., cursor movements, dwell time) correlate with document relevance. They showed that a post-click behavior model is more effective than simply using dwell time for computing document relevance scores. Huang et al. [24] sought to understand cursor behavior on search engine results pages to understand result-level relevance and search abandonment. This work was extended by Diriye et al. [10] to investigate the use of cursor interactions for classifying the reason why a user abandoned a query, whether it was because they were satisfied because they found the information they were seeking, or dissatisfied at the point of abandonment. Finally, Huang et al. [23] and Speicher et al. [58] modeled user cursor interactions on the search engine results pages by extending click models to compute more accurate relevance judgments for the search results.

User satisfaction prediction is another strand of research that has benefited from mouse cursor analysis. For example, a recent concern in search performance
evaluation is how to derive implicit but useful indicators of user interest, as many browsing sessions have no click-through data. Inspired by recent studies in predicting result relevance based on mouse movement patterns, also known as motifs [28], Liu et al. [37] propose to estimate the utility of search results and the efforts in search sessions with motifs extracted from mouse movement data on search result pages.

In each of the above investigations, cursor trails have been treated as discrete points, such as the number and location of the movements or the time spent pointing. But there has never been any study into treating the cursor trail as a sequence of movements, produced by complex human motor control behaviors. As previously introduced, our work is the first to model the movements themselves using the Kinematic Theory, which can be applied to many of the goals above.

2.2. Modeling Human Movements

Many models have been proposed to study human movement production; e.g., models relying on neural networks [7], equilibrium point models [12], behavioral models [59], coupled oscillator models [22], kinematic models [42, 47], or models exploiting minimization principles [13, 44]. Some models exploit the properties of various functions to reproduce human movements; e.g., exponentials [51], second order systems [9], gaussians [30], beta functions [1], splines [43], Viviani’s curves [61], and trigonometrical functions [38]. Among these, the ΣΛM, which takes into account different psychophysiological features such as the neuromuscular response time, provides the most solid framework to date for the study of the production of human movements. In fact, Plamondon et al. [49] compared 23 different models to describe human movements and found that the lognormal approach outperformed all of the other approaches, which can be considered as successive approximations [11].

According to the motor control theory literature, for short-duration movements, practically the entire movement will be executed as planned by the user [15]. This makes the ΣΛM an ideal approach worth of study. As illustrated in Figure 1 and described in the next section, the ΣΛM approaches complex human movements as a vectorial overlap of consecutive strokes, where each stroke has a lognormal-shaped velocity profile and is described by a set of parameters \(\{t_0, \mu, \sigma, D, \theta_s, \theta_e\}\).

3. Kinematic Theory

When a user executes an action, she thinks ahead where to move the mouse cursor (e.g., go to the scroll bar, click on a link, etc.). This may happen either consciously or unconsciously [57]. In the context of the Kinematic Theory, this execution is known as the “action plan” of the user. The action plan is made up of virtual targets, which are linked with circle arcs (see Figure 1) representing a sequence of discontinuous trajectories, hereinafter referred to as strokes. Each
stroke triggers a large number of coupled subsystems, and produces an elementary movement unit as a result, characterized by a lognormal impulse response [48].

Mathematically, the magnitude of the velocity of the \( i \)th stroke is described by a lognormal-shaped function scaled in amplitude by a command parameter \( D_i \) and time-shifted by the time occurrence \( t_{0i} \) of this command:

\[
\| \vec{v}_i(t) \| = D_i \Lambda(t; t_{0i}, \mu_i, \sigma_i^2) = \frac{D_i}{\sigma_i \sqrt{2\pi(t - t_{0i})}} \exp \left( -\frac{[\ln(t - t_{0i}) - \mu_i]^2}{2\sigma_i^2} \right)
\]

where \( \mu_i \) and \( \sigma_i \) define the variability of the neuromuscular execution.

\[ \sum \Lambda \] assumption that a complex movement (e.g. a handwritten word, a signature, a gesture, or a mouse cursor trail) is generated by the temporal overlap of a series of strokes. The velocity of the human movement \( \vec{v}(t) \) is computed as the vectorial summation of each stroke’s velocity \( \vec{v}_i(t) \):

\[
\vec{v}(t) = \sum_{i=1}^{N} \vec{v}_i(t) = \sum_{i=1}^{N} \frac{\cos \phi_i(t)}{\sin \phi_i(t)} D_i \Lambda(t; t_{0i}, \mu_i, \sigma_i^2)
\]

where the angular position \( \phi_i(t) \) is obtained by:

\[
\phi_i(t) = \theta_{si} + \frac{\theta_{ei} - \theta_{si}}{2} \left[ 1 + \text{erf} \left( \frac{\ln(t - t_{0i}) - \mu_i}{\sigma_i \sqrt{2}} \right) \right]
\]

being \( \theta_{si} \) and \( \theta_{ei} \) the starting angle and the end angle of a given stroke, respectively.

\[ \sum \Lambda \] in the reconstructed cursor trail, connecting a sequence of virtual targets (black dots). The reconstructed cursor trail is modeled by the summation of a series of lognormal strokes.

The \( \sum \Lambda \) assumes that a complex movement (e.g. a handwritten word, a signature, a gesture, or a mouse cursor trail) is generated by the temporal overlap of a series of strokes. The velocity of the human movement \( \vec{v}(t) \) is computed as the vectorial summation of each stroke’s velocity \( \vec{v}_i(t) \):

\[
\vec{v}(t) = \sum_{i=1}^{N} \vec{v}_i(t) = \sum_{i=1}^{N} \frac{\cos \phi_i(t)}{\sin \phi_i(t)} D_i \Lambda(t; t_{0i}, \mu_i, \sigma_i^2)
\]

where the angular position \( \phi_i(t) \) is obtained by:

\[
\phi_i(t) = \theta_{si} + \frac{\theta_{ei} - \theta_{si}}{2} \left[ 1 + \text{erf} \left( \frac{\ln(t - t_{0i}) - \mu_i}{\sigma_i \sqrt{2}} \right) \right]
\]

being \( \theta_{si} \) and \( \theta_{ei} \) the starting angle and the end angle of a given stroke, respectively.
Given that strokes are “hidden” in the mouse cursor movements, a ΣΛM parameter extractor [41] is necessary to automatically uncover them. This extractor provides a set of lognormal equations (represented by their parameters) that approximates the original trajectory, described as follows.

The reconstruction of the original cursor trajectory can be computed using the following compact notation [45]:

\[
\begin{bmatrix}
\hat{x}(t) \\
\hat{y}(t)
\end{bmatrix} = \sum_{i=1}^{N} \frac{D_i}{\theta_{e_i} - \theta_{s_i}} \begin{bmatrix}
\sin \phi_i(t) & -\sin \theta_{s_i} \\
\cos \phi_i(t) & +\cos \theta_{s_i}
\end{bmatrix}
\]

(4)

which indicates the evolution of the mouse cursor coordinates \(x, y\) over time.

The ΣΛM reconstruction quality is usually evaluated using the signal to noise ratio (SNR) between the original and the reconstructed velocity profile:

\[
\text{SNR}(v, \hat{v}) = 10 \log \left( \frac{\sum_{t=1}^{T} \| v(t) \|^2}{\sum_{t=1}^{T} \| v(t) - \hat{v}(t) \|^2} \right)
\]

(5)

with \(v = [v_x(t) \ v_y(t)]^T\) denoting the velocity of the original signal and \(\hat{v} = [\hat{v}_x(t) \ \hat{v}_y(t)]^T\) the velocity of the reconstruction. Previous works suggest that different SNR thresholds can be used to quantify what is considered as a good reconstruction [41], although in general values higher than 15 dB are considered to be a reference baseline [32]. In this article, we will use this baseline to determine if there is intent in a mouse cursor trail. Furthermore, we will take into account the number of lognormal strokes used in the reconstruction to measure the degree of user intent, motivated by the following discussion.

According to the Kinematic Theory, the generation of a human movement obeys the lognormality principle [53]. This principle states that a user in perfect control of his movements produces the minimum number of “perfect” lognormal strokes in order to generate the intended trajectory. In contrast, when she is not in full control, the produced strokes will not be ideal lognormals or she will use a large number of these to produce the movement. Therefore, the lognormality of velocity profiles can be interpreted as reflecting the behavior of users who are ideal motion planners, in perfect control of their movements. Taking into account these observations, the core idea in this article is to analyze mouse cursor movements by reproducing these with the ΣΛM and interpret these in term of action intent.

4. Intent in Cursor Trails

As previously introduced, we are interested in studying sub-movement intents, so it is necessary to apply some kind of segmentation of the original mouse cursor movements. To this end, we formulated the following research questions:

1. How can a cursor trail be divided into smaller, independent chunks?
2. How well can we tell chunks with and without intention apart?

To answer the first question, we will test different trajectory segmentation techniques, to be described in Section 4.2. To answer the second question, we will apply the ΣΛM.

4.1. Dataset

We used the Live dataset [31] to conduct our experiments. This dataset, summarized in Table 1, is publicly available at http://hci.cs.brown.edu/mousetrap/.

<table>
<thead>
<tr>
<th># Sessions</th>
<th># Events</th>
<th># Pre-click logs</th>
<th># Post-click logs</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,471</td>
<td>5,406,546</td>
<td>50,116</td>
<td>10,360</td>
</tr>
</tbody>
</table>

Table 1: Dataset overview. The ‘# Events’ column refers to the number of mouse cursor events selected for analysis.

The dataset consists of around 10K sessions on a webpage about best paper awards in Computer Science, depicted in Figure 1. Browsing sessions from 7K unique users were mostly of relatively short duration (one minute and a half on average per cursor trail), comprising near 5.5M of cursor coordinates in total. Browser events that relate to user’s activity (e.g. click, mousemove, scroll) were recorded by a background script together with timestamps and the DOM element that relates to each event. All events were captured via event listeners, which provide the maximum sampling resolution one can get from the web browser. The resulting interaction logs were stored in CSV files with companion metadata files in XML format. We should remark that users were browsing in situ in their natural environments, and the mouse cursor data were recorded in the wild. Therefore, we consider this dataset to be representative enough as to conduct our experiments.

4.1.1. Data Preprocessing

We created two partitions for analysis, one with logs ending in a click event and other without, motivated by previous works that suggest that cursor points are presumably more important just before an action occurs [23, 31]. In Section 7 we comment on the impossibility of collecting more detailed ground truth data. Figure 2 shows how we proceeded.

Each log file contains a sequence of browser events, from which we are interested in mousemove and click events for analysis. As observed in the figure, if a log file has a click event, all mousemove events prior to the click are saved as an independent, “pre-click” log file. The remaining sequence(s) of mousemove events in the log are saved as a “post-click” log file.
Figure 2: Data preprocessing: from log files to cursor trails. If a log had any click events, it was divided into pre- and post-click parts, generating thus sub-log files that were then used as input trails.

4.2. Methods

It is possible to segment a cursor trail into a number of smaller chunks by using a series of techniques that exploit different properties of the data. The most common approach involves looking for change points in the mouse cursor trail [26]. For example, one may assign a segment boundary whenever there is a large jump in the average value of the trail. This can be easily accomplished by setting up a threshold.

Following this observation, we tested the following threshold-based segmentation techniques, because of their popularity and simplicity—they are unsupervised approaches that can be obtained in linear time, $O(n)$. Figure 3 provides an example of each technique.

**Temporal** Compute the time difference between consecutive trail points. At time $i$, the time difference is computed as follows:

$$\Delta t_i = t_i - t_{i-1}$$

(6)

This technique is based on the idea that long time intervals might correspond to different actions.

**Spatial** Compute the Euclidean distance between consecutive trail points. The distance for the $i$th point is computed as follows:

$$\Delta d_i = \sqrt{(x_i - x_{i-1})^2 + (y_i - y_{i-1})^2}$$

(7)

This technique is based on the idea that big differences in the distance traveled by the cursor might indicate different actions.
Figure 3: Segmentation examples. A dot indicates the beginning of a cursor chunk.

**Low-speed** Compute the speed differences between consecutive trail points. The speed for the \( i \)th point is calculated as follows:

\[
\Delta v_i = \sqrt{(x_i' - x_{i-1}')^2 + (y_i' - y_{i-1}')^2}
\]  

where \( x' \) and \( y' \) refer to the first derivatives of \( x \) and \( y \) with respect to \( t \):

\[
x_i' = \frac{x_{i+1} - x_{i-1}}{t_{i+1} - t_{i-1}}
\]

\[
y_i' = \frac{y_{i+1} - y_{i-1}}{t_{i+1} - t_{i-1}}
\]

This technique is based on the idea that actions start and end with close-to-zero speed.

**Curvature** Compute the (unsigned) curvature of each point. The unsigned curvature for the \( i \)th point is computed as follows:

\[
\kappa_i = \frac{|x_i' \cdot y_i'' - y_i' \cdot x_i''|}{(x_i'^2 + y_i'^2)^{3/2}}
\]
where $x''$ and $y''$ are the second derivatives of $x$ and $y$ with respect to $t$:

$$
    x''_i = \frac{x'_{i+1} - x'_{i-1}}{t_{i+1} - t_{i-1}}
$$

$$
    y''_i = \frac{y'_{i+1} - y'_{i-1}}{t_{i+1} - t_{i-1}}
$$

(11)

This technique is based on the idea that important changes in direction might indicate different actions.

It is worth noting that each of these techniques produces time series with a lot of jitter. Thus, in order to avoid unreasonably segmented chunks, we apply a Savitzky-Golay filter [54] to smooth the values.

The thresholds for each of the four techniques were estimated by means of the interquartile range (IQR) technique [60], a statistic method for outliers detection: it computes the 99.3% confidence interval (CI) for all values in a given metric’s distribution and discards all values that fall outside the CI. We leverage this notion to choose as segmentation boundaries those points that fall outside the CI. This way, we represent a cursor trail as a sequence of chunks delimited by these boundaries. Notice that time, distance, and curvature segmentations look for values that surpass the established threshold; however low-speed looks for values that are lower than the threshold.

Once all chunks are identified, they are reconstructed with the $\Sigma\Lambda M$, obtaining a model per chunk as a result. Given that the $\Sigma\Lambda M$ needs at least 5 points for reconstruction [41], segmented chunks with less than 5 points are discarded.

As discussed in Section 3, the SNR not only measures the $\Sigma\Lambda M$ reconstruction quality, but also can be used to estimate if there is intent in a user movement. Concretely, when there is a clear intent, the mouse cursor trail will be better reconstructed, with high SNR; however a low SNR value will be observed when the user intent is unclear; for example, due to an involuntary or noisy movement. Overall, a chunk is considered to have no intent if the SNR of its reconstruction is less than 15 dB [32].

Further, in order to measure the user intent degree, i.e., the size of the intent, we report the SNR/nbLog ratio, where nbLog is the number of lognormal strokes used in the reconstruction; i.e., $N$ in Equations (2) and (4). According to the lognormality principle [53], a trail with high intent will have a high SNR/nbLog ratio. This is so to compensate for apparently high-quality reconstructions that however required a high number of lognormals. This outcome (high SNR and nbLog) is not desirable since theoretically we can approach any SNR value with infinite lognormals, thus degrading the model quality.

Nevertheless, we have noticed that there is a fundamental problem if we use this ratio to compare different segmentation techniques. Since each segmentation technique may generate trails of very different sizes, the longer the duration, the smaller the SNR/nbLog ratio will be. (The number of lognormals required
to reconstruct a human movement is directly proportional to the duration of that movement.) Therefore, because SNR/nbLog has been historically adopted to quantify the user intent, it is necessary to normalize nbLog by the temporal duration of the chunk (hereinafter nbLog*) produced by each segmentation technique, making the ratio independent of the chunk duration. This way, SNR/nbLog* becomes a more general measure of user intent (the higher the better).

4.3. Evaluation

Figure 4 provides statistics about the result of the different segmentation techniques. As shown in the leftmost subfigure, spatial, low-speed, and curvature segmentations achieve very similar results. Notice that, after segmentation, a pre-click log file generates a number of post-click chunks but at most one pre-click chunk. Therefore, these techniques discarded some pre-click chunks; concretely, those that were segmented with less than 5 cursor points.

As observed in the middle and rightmost subfigures, temporal segmentation tends to generate very short segments (both in size and duration): around 10 points and 200 ms per chunk on average. This not only results in discarding a significantly higher number of pre-click chunks than the other techniques, but also oversegmenting post-click chunks.

Also worth mentioning, in the rightmost subfigure we can see that low-speed segmentation generates longer post-click chunks. Contrary to the other techniques, low-speed segmentation does not skip chunks with less than 5 points, and so preserves all points. This behavior can be appreciated in Figure 3 and is explained by the fact that this technique looks for close-to-zero speed regions (local minima) so it tends to merge short-duration chunks. The other techniques, on the contrary, look for singularities in the cursor trail (local maxima).
Figure 5 shows the experiment results pertaining user intent detection (left) and user intent degree (right). As previously stated, a chunk is considered with no intent (and therefore discarded) if its SNR is less than 15 dB. In the leftmost subfigure, it can be noticed that all techniques tend to discard more post-click chunks than pre-click chunks. This was expected, since the formers usually have less intention. Further, both temporal and spatial segmentation tend to discard less pre-click chunks than low-speed and curvature segmentation, but also detect more low-intention chunks. Concretely, temporal segmentation produced significantly more low-intention chunks than the other techniques. This is explained by the fact that this technique tends to oversegment the mouse cursor trails, creating thus many chunks of very short duration (Figure 3), and so this technique is eventually penalized according to the SNR/nbLog* measure.

In relative terms, the temporal technique discards 0.03% of post-click chunks, whereas the spatial technique discards 0.5% of them. The low-speed technique in turn discards 2.7% of post-click chunks, and the curvature technique discards 3.1% of them. With respect to pre-click chunks, the temporal technique discards 0.04%; the spatial technique discards 0.47%; the low-speed technique discards 2.69%; and finally, the curvature technique discards 4.11%.

As shown in the rightmost subfigure, both temporal and spatial segmentations produce pre-click chunks with less intent. As previously discussed, these techniques are usually prone to oversegmentations, which causes the ΣΛM to include a higher (than usual) number of lognormal strokes to properly model the cursor trail, which is penalized by the lognormality principle as a result.

Finally, Figure 6 shows some examples of chunks with low and high intent. It can observed that low-intent chunks have higher SNR values together with higher number of lognormals. In general, we also observed that the detected cursor chunks often have longer duration when they are classified as having low-intent.

Based on these experiments, we conclude that low-speed and curvature segmentations provide the most competitive results in terms of detecting user intent.
Figure 6: Examples of cursor chunks with no intent (top row, first 2 subfigures), low intent (top row, last 2 subfigures) and cursor chunks with high intent (bottom row). A dot indicates the beginning of a cursor chunk. logns indicates the number of lognormals that were required to reconstruct each chunk.

This is a reasonable outcome, since speed and curvature are anticorrelated and, in general, high curvature values are achieved at low speed values [27, 47, 61]. Although speed computation is simpler and less noisy than curvature computation, we recommend using any of them both as a preprocessor prior to reconstructing cursor trails and as a technique to reliably capture user intent.

5. Kinematic Compression

In this section we provide a practical application of this work, beyond the scope of the previous experiments. Because after modeling each mouse cursor chunk we get a set of equations that approximates the original trajectory, we can transmit the model parameters over the network or store them in a database, instead of dealing with the raw cursor data, saving thus bandwidth and improving storage space. We have named this approach “kinematic compression”, and can be considered a lossy compression technique.

Furthermore, given that the reconstruction of a cursor chunk is computed as a summation of lognormal strokes, some of those strokes could be discarded if they do not contribute strongly to the reconstruction of the cursor chunk. In fact, it has been found that some lognormals are actually modeling signal noise introduced by the computer mouse [41]. To this end, we formulated the following research questions:

1. To which extent can a cursor trail be summarized by their ΣΛM parameters?
2. How much information can be preserved after compression?

To answer the first question, it seems intuitive to use a reconstruction quality measure such as the SNR. However, in order to better frame our results with previous work, we will look at the “trail replication” measure \([31]\), which is a per-pixel similarity metric between a cursor trail \(\mathbf{c} = [x(t) \ y(t)]^T\) and its reconstruction \(\hat{\mathbf{c}} = [\hat{x}(t) \ \hat{y}(t)]^T\):

\[
\tau(\mathbf{c}, \hat{\mathbf{c}}) = \frac{1}{N} \sqrt{\sum_{i=1}^{N} (c_i - \hat{c}_i)^2}
\tag{12}
\]

Nevertheless, in the appendix we prove that SNR and \(\tau\) are closely related: maximizing SNR is equivalent to minimizing \(\tau\) (Theorem 1).

To answer the second question, we will look at the “compression ratio” measure.\(^2\) Following previous work \([31]\), a compression ratio of 90% means that 100 bytes of cursor data are reduced to 90 bytes. Taking into account these definitions, a good compression technique should achieve low trail replication values at low compression ratios. In both cases, the lower these measures the better.

On the other hand, different compression ratios might be useful in different situations; the situations can reflect a desire for consuming less bandwidth, more accurate replication of the original data, or a combination of both. With kinematic compression, different compression ratios can be achieved by removing the less important strokes, so we should be able to reconstruct the original cursor chunks with similar quality. Of course, as more strokes are used for reconstruction, the smaller the trail replication will be, because the reconstruction would approach better the original cursor chunk, at the cost of a higher compression ratio. Thus, we should seek a good balance between reconstruction quality and compressed data size.

5.1. Dataset

We used the Live dataset (Section 4.1) as well as the segmented chunks produced by the best segmentation techniques from the previous evaluation; c.f. low-speed and curvature segmentation.

5.2. Methods

We conducted two experiments to show the value of kinematic compression. In the first one, all cursor chunks are compressed, no matter their reconstruction

\(^2\) Defined as the ratio between the bytes of the “stringified” \(\Sigma\Lambda\Theta\) parameters (a list of \((t_0, \mu, \sigma, D, \theta_s, \theta_e)\) objects) and the “stringified” original cursor trail (a list of \(x, y, t\) tuples). In signal processing, this ratio is called “space saving”, although in this article we will stick to the previous definition in order to compare with state-of-the-art lossy compression techniques of cursor trails \([31]\).
quality. In the second one, only chunks with high reconstruction quality (SNR > 15 dB) are compressed. In addition, we test different compression ratios by removing the less important strokes. The contribution of each stroke is estimated by taking into account the values of its command parameter \( D_i \), which correlates to the lognormal amplitude. More precisely, \( D_i \) is the area under the lognormal curve (Section 3). Thus, for each chunk, lognormals are sorted in descending order by \( D_i \) and the top \( N\% \) is kept, \( N \in [25, 50, 75, 100] \).

Notice that the trail replication measure should take as input normalized cursor chunks, since computing a cursor distance of, say, 100 px in a 1600 px wide viewport is not comparable to computing the same distance in a 640 px wide viewport. Therefore, to perform such normalization we scale down the biggest dimension of a cursor chunk’s bounding box to a size of 100 px, while keeping the aspect ratio for the other dimension.

5.3. Evaluation

The results of the first experiment are shown in Figure 7, where all chunks are compressed, no matter their reconstruction quality. The “\(^\circ\) Strokes” axis indicates the percentage of lognormals used to reconstruct each chunk. As can be observed, both techniques compress cursor chunks with similar accuracy: from 10 to 5 px of trail replication with 25\% and 100\% of the strokes, respectively. In relative terms, this represents an error margin comprised between 1\% and 0.5\%.

In the second experiment we examined the behavior of kinematic compression when only chunks with high reconstruction quality (SNR > 15 dB) are considered. Figure 8 summarizes the results. In this case, poorly reconstructed chunks are replaced by their original cursor chunk, since they would not be considered for analysis in a real-world scenario, contributing therefore with trail replication of 0 px and 100\% compression ratio. This explains why the trail replication is much lower for compression ratios below 75\%. In general, as observed in the figure, a significant number of strokes is discarded for compression ratios below 75\%, which artificially lowers the trail replication results. Taken together, these results suggest that there exists an interesting quality-compression tradeoff when about 75\% of the original strokes are preserved.

By way of comparison, Figure 9 reproduces 5 state-of-the-art lossy compression techniques from previous work [31]: linear resampling (RSL), time-based polling (TBP), distance thresholding (IDT), non-linear resampling (RSN), and pause-based polling (PBP). We should remark that our technique cannot be plotted together in this figure because the processed information is different. On the one hand, the kinematic compression technique uses as compression ratio the percentage of strokes, since it is what \( \Sigma L M \) can reproduce. On the other hand, the lossy compression techniques use as compression ratio the percentage of points, since these techniques aim to simplify cursor trails by removing redundancy and non-significant information, selecting thus a subset of the original cursor points.
As shown in Figure 9, the lossy compression techniques achieve good trail replication results, excepting RSN which performed worse than kinematic compression itself. However, we should point out that there is more to these results than a mere comparison of compression ratio vs. trail replication vs. percentage of preserved strokes and points. For example, ΣAM not only allows to reproduce the original cursor trail, but also to generate any number synthetic samples from the modeled data. In Section 7 we elaborate more on this topic and discuss further applications.

6. Limitations

The ΣAM can be used to discard mouse cursor movements that have not been planned by the user, which presumably do not have a clear intent. Overall, the tested segmentation techniques are able to detect more intent in the pre-click chunks. This is expected, since a user click has been typically planned beforehand. However, some of these clicks could have been accidental. Unfortunately, the dataset we used in our experiments does not have such fine-grained ground truth labels and thus this experiment is left as an opportunity for future work. We elaborate more on this issue in the next section.
Figure 8: Kinematic compression results where only those chunks with SNR > 15 dB are processed. 95% confidence intervals are all below 0.1%, so they are omitted.

Figure 9: Reproducing the trail replication results from [31], normalized as in this article.

Our experiments are based on a single dataset, which was collected on a page designed to attract academic researchers. Therefore, it could not reflect the behavior patterns of “typical” Web users. However, we have tested other general-purpose mouse cursor datasets in previous work [31] and have not noticed significant differences in comparison to the LIVE dataset, research-wise. That
said, we find it interesting to analyze other public datasets and see whether our methodology for user intent detection achieves a similar outcome.

Finally, we should mention a limitation of the applicability of this work. Our current implementation of kinematic compression is still a prototype and so it is rather slow. For example, using a regular computer (i5 CPU, 4 GB RAM) it takes a minute and a half to compress a cursor trail of about 50 points. Table 2 provides a summary of kinematic compression performance using the low-speed segmentation technique. Therefore, a development effort is needed in order to deploy this technique on the browser. However, the segmentation techniques are performance-friendly (Section 4.2), and relatively simple to implement as a client-side script. In fact we plan to make it so with the ΣΛM in the future.

<table>
<thead>
<tr>
<th></th>
<th>Mdn</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80.00</td>
<td>665.1</td>
<td>2693.2</td>
<td>0.0</td>
<td>35919.0</td>
</tr>
</tbody>
</table>

Table 2: Performance overview of kinematic compression (seconds to compress) using the low-speed segmentation technique on 135710 cursor trails.

7. General Discussion

This work is based on the solid foundations of the Kinematic Theory, which states that the generation of a human movement obeys the lognormality principle: a user in perfect control of his movements produces a minimum number of strokes in order to generate the intended trajectory. The ΣΛM takes into account different psychophysiological features to model these strokes by means of their lognormal velocity profiles. Our experiments show that the temporal overlap of these velocity profiles allows for a fairly accurate reconstruction of the original human movement, in this case as reflected by their mouse cursor trails.

Based on the reconstruction quality of a mouse cursor trail, it is possible to discriminate among intended and unintended movements. However, to prove this hypothesis in the most stringent way, two studies should be conducted. First, a reliable and effective trajectory segmentation and reconstruction methodology has to be implemented and validated. Second, the results of this methodology should be validated with more detailed ground truth data. This article has focused on the first part and succeeded. The second part, as previously mentioned, would required fine-grained ground truth labels which cannot be practically collected, even with sophisticated techniques such as electroencephalography [36]. For instance, we should have each cursor trail annotated at different submovement levels with millisecond precision, each level having an “intended” or “unintended” labels. Nevertheless, from an operational point of view, the lognormality principle provides a nice operational approach to analyze this problem. The principle having been confirmed e.g. through children learning, adult aging, and getting affected by health problems [53], there is no reason to believe that it will not...
apply to the context of this work. Therefore, we can skip the second requirement and immediately use our methodology in various practical applications where an estimate of the user’s intent is important.

Regarding kinematic compression, we should point out the fact that $\Sigma \Lambda M$ not only allows to reproduce the original cursor trail, but also to generate any number synthetic samples from the modeled data [14, 32, 41]. Therefore, kinematic compression provides a fundamental advantage over today’s cursor lossy compression techniques. For instance, instead of collecting every user’s behaviors, only a fraction of these could be sent to the web server for later analysis, saving thus bandwidth and improving client-side performance (since not all interactions would be captured, only those that bear some intent).

This article is the first to introduce a method to transform the feature space of cursor trails; prior cursor-based applications analyzed the raw trail directly. Being able to transform a cursor trail with hundreds or thousands of $\{x,y,t\}$ points into a 6-parameter feature set is a useful first step for training supervised learning algorithms. Furthermore, our method can be used to automatically label the intent of small cursor submovements, which has proven difficult to perform in practice, as previously discussed.

As we are now able to capture realistic motions into a few parameters due to the dimensionality reduction, there are a few potential applications for developers. For example, it makes it easier to detect user intent, which can be combined with existing work in endpoint prediction [29] to determine the next pages that need to be loaded. This allows browser developers to do predictive loading of pages that will be clicked and prerender them in the browser. The result to the end user is a reduced time for pages to load when the prediction is correct. Another application is the ability to cluster user intents together, since trails originally composed of hundreds of coordinates are instead represented by a few $\Sigma \Lambda M$ parameters. This allows developers to group together trails and users in order to perform behavioral analytics across similar groups.

In sum, we leverage a verified theory that makes practical predictions about user intent, the problem being how to implement this in an effective methodology, which is the core contribution of this article.

8. Conclusion and Future Work

This article provides a solid operational methodology to detect user intent, being able to tell mouse cursor chunks with and without intention apart by means of the Kinematic Theory and its associated Sigma-Lognormal model. As a practical application, we have shown that this model can also be used to compress mouse cursor data while preserving most of the original information. Ultimately, this work enables a deeper understanding of mouse cursor movements production, providing an informed means to gain additional insight about users’ browsing behavior.
As discussed in the previous section, an interesting research avenue for future work is related to cursor logs preprocessing. Right now the creation of pre- and post-click logs is automatic though rather naïve (Figure 2), so a more sophisticated technique should be devised, possibly combining eye-gaze and/or electroencephalography data, if possible. We also believe that future research effort should be directed at improving the cursor segmentation techniques themselves.

Finally, we believe that sharing our evaluations may benefit researchers and commercial analytics services. The log files derived from our experiments, 10K pre-click and 50K post-click trails worth of cursor data, are available upon email request.
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Appendix

**Theorem 1.** Maximizing the signal to noise ratio (SNR) of a cursor trail velocity and its reconstruction is equivalent to minimizing the trail replication ($\tau$) between a cursor trail and its reconstruction.

**Proof.** We begin with the SNR definition (5):

$$\arg \max_{\pi} \text{SNR}(v, \tilde{v}_\pi) = \arg \max_{\pi} 10 \log \left( \frac{\sum_{t}^T \| v \|^2}{\sum_{t}^T \| v - \tilde{v}_\pi \|^2} \right)$$

where $\pi = \{ t_0, \mu, \sigma, D, \theta_s, \theta_e \}$ is the set of ΣΛM parameters.

The arg max operator does not change if the function is multiplied by a constant (10, in this case), since it does not depend on $\pi$, therefore we can drop that constant:

$$\arg \max_{\pi} \text{SNR}(v, \tilde{v}_\pi) = \arg \max_{\pi} \log \left( \frac{\sum_{t}^T \| v \|^2}{\sum_{t}^T \| v - \tilde{v}_\pi \|^2} \right)$$

we can also drop the log function, since log($\cdot$) is a monotonically increasing function:

$$= \arg \max_{\pi} \left( \frac{\sum_{t}^T \| v \|^2}{\sum_{t}^T \| v - \tilde{v}_\pi \|^2} \right)$$


the numerator does not depend on $\pi$ either, thus

$$
= \arg\max_\pi \left( \frac{1}{\sum_{i=1}^{t} \| v - \tilde{v}_\pi \|^2} \right)
$$

(16)

given that $\arg\max_\pi f(\pi) = \arg\min_\pi \frac{1}{f(\pi)}$,

$$
= \arg\min_\pi \left( \sum_{i=1}^{t} \| v - \tilde{v}_\pi \|^2 \right)
$$

(17)

now, as in Equations (14) and (16), we can multiply by a constant that does not depend on $\pi$ (in this case, $1/N$):

$$
= \arg\min_\pi \left( \frac{1}{N} \sum_{i=1}^{t} \| v - \tilde{v}_\pi \|^2 \right)
$$

(18)

again, the result of the arg min operator does not change if we take the root square:

$$
= \arg\min_\pi \left( \frac{1}{N} \sqrt{\sum_{i=1}^{t} \| v - \tilde{v}_\pi \|^2} \right)
$$

(19)

which is actually the definition of trail replication (12):

$$
= \arg\min_\pi \tau(v, \tilde{v}_\pi)
$$

(20)

and since $v \propto [x(t) \ y(t)]^T$, it proves the theorem. 

\[\square\]
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