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Abstract

Responsive text summarization (RTS) is an approach to web design
aimed at allowing desktop web pages to be read in response to the size
of the device a user is browsing with. RTS implements the TextRank
algorithm, so it can be exploited to generate very short summaries (more
apt for mobile devices, where screen space is at a premium) or longer, more
explicative summaries (more apt e.g. for phablets or laptops). We validate
the feasibility of RT'S on blog sites and show that runtime performance
incurred by our current implementation is negligible. We also show that
reading time can be reduced by a factor of 4 without impacting substantially
the summary quality. In general, anyone interested in making their web
contents concise but informative could benefit from this work.
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Graph algorithms; Skimming

1 Introduction

It is said that, on the web, content is king. However, users often do not read web
pages; instead they scan them, trying to pick out a few sentences or even parts
thereof to get the information they want [10, 24]. Yet the amount of information
available online is growing at an incredible rate. For example, 70 million new
posts are created every month on WordPress alone' and Facebook users share
about 2.5 million pieces of content every minute [28|. Clearly, nobody has time
to read everything, yet we often have to make critical decisions based on what
we are able to assimilate [21]. Text summarization is becoming indispensable for
dealing with this problem, by distilling the most important information from
a text source to produce a shorter, more manageable version. However, web
designers do not have the right tools to achieve this goal at present. Rather,
they usually delegate the implementation backbone to some skilled developer.
Responsive Web Design (RWD) has become a crucial methodology for web
designers, as the amount of mobile traffic now accounts for more than half of total
Internet traffic,> web browsing and apps combined. RWD suggests that design
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Figure 1: An overview of the RTS technique working on different devices. Text
sentences are depicted in different colors.

and development should respond to the user’s behavior and environment based
on screen size, platform, and orientation [15]. The practice consists of a mix of
flexible grids and layouts, images, and an intelligent use of CSS media queries
that can reformat web pages effortlessly (or automatically) without changing
the original content itself or the HTML markup. This would eliminate the
need for a different design for each new browser-capable gadget on the market.
Yet RWD is primarily targeted at modifying the graphical aspect of web pages
rather than their contents. This work aims at bridging this gap. Responsive text
summarization (RTS) is an approach to web design aimed at allowing desktop
web pages to be read in response to the size of the device a user is browsing with
(Figure 1).

In this paper, we make the following contributions. We introduce a new CSS
property that allows web designers to summarize text content easily. Next, we
describe our current implementation and evaluate it on blog sites. Finally, we
discuss possible directions for future work and thereafter conclude.

2 Related Work

There is a large body of work on text summarization techniques that will not be
discussed here because space precludes a full treatment. The reader is redirected
to comprehensive surveys in this area [1, 9, 11, 13, 23, 26, 29]. Instead, we focus
on the RTS idea and the related research by which it was inspired.

2.1 Web Content Summarization

RTS relates to previous attempts to use text summarization for web browsing
on handheld devices. For example, Lam and Baudisch [17] used text reduction
heuristics to create readable overviews, and Buyukkokten et al. [8] investigated
different methods for summarizing parts of web pages. Among other findings,
text summaries provided significant improvements in terms of time and scrolls
required to access the contents. Yu and Miller [30] used human-rated data
to make non-salient sentences transparent, aimed at enabling skim-read for
non-native speakers.

RTS also relates to the idea of “content magnification” or “semantic zoom”
on desktop computers. In this regard, Harrison and Dey [12] took into account
people’s natural behavior of leaning towards a screen when they need to inspect
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unseen details to automatically magnify screen content in proportion to the
extent of the lean. Sukale et al. [27] followed this approach and devised the
Proxemic Web, where existing information is displayed at different levels of detail
depending on the user’s distance to the screen.

2.2 Web Content Adaptation

Prior to the RWD shift, researchers have proposed different ways of adapting
web content, mostly involving end-user interaction. For example, Bolin and
co-authors [7] developed a customization plugin for the Firefox browser that
enabled a high-level scripting language, without having to access the source code
of web pages. Kurniawan et al. [16] proposed to override the visual layer of a
web page with custom CSS, although such updates had to be performed by hand.
Baudisch et al. [5] and Bila et al. [6] encouraged the user to actively modify
the layout contents. We can find even some browser tools to adjust web pages
according to specific user needs, e.g. Greasemonkey® or Platypus.* But having
to require the end-user intervention is costly, and will reduce the chance to use
these tools when reading web pages. Going further, Leiva [18, 19| leveraged
implicit interactions to automatically modify the visual appearance of web page
elements. None of these works, however, are tailored to web designers.

2.3 Making Text Responsive

The closest attempt to responsive text summarization (as devised in this paper)
was a proof of concept which consisted in styling text paragraphs manually, by
wrapping “unimportant” words or sentence parts in <span> elements that would
be hidden on smaller screens.® This manual work is clearly too tedious to work
at scale, since the text source has to be highly structured in order for it to be
readable when parts of it are hidden. On the contrary, our approach allows
designers to achieve this goal effortlessly, by simply applying CSS selectors and
media queries, as they would typically do in RWD. Some use examples are given

in Figure 2.
Name Values Initial value Inherited? Media groups
text-summary none | inherited | <percentage> | <number> | <string> none no visual

Table 1: CSS specification proposal (informative, non-normative) of RTS.

3 Specification

Most current text summarizers are extractive rather than abstractive, i.e., they
extract and present pieces of the original text rather than rephrase or rewrite
them. In RWD it has more sense to use an extractive method for RT'S, otherwise
the web page could become confusing to the users, as it has been shown that they
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generally prefer seeing summarized text in the form that the author created [2].
Thus, RTS presents the user with an extract of the original text. Concretely, an
HTML element’s text content is replaced by such an extract.

3.1 Implementation

At a higher level, RTS provides designers with the text-summary CSS property,
whose value is either a ratio of the original text length or the number of desired
sentences. Table 1 depicts the specification of such property. At a lower level,
being an experimental technology, RTS relies on JavaScript to work. Currently,
a script file provides the polyfill (browser fallback) that enables RTS in modern
browsers. Figure 2 shows some use examples.

/* CSS selector. Targets any browser. x*/
article .content {
--text-summary: 0.8;

3

/* CSS media query. Targets mobile browsers. x*/
@media only screen and (max-device-width: 480px) {
article .content {
--text-summary: 50%;
}
}

/* Targets any device in portrait mode. */
@media only screen and (orientation: portrait) {
article .content {
--text-summary: 3 sentences;
}
}

Figure 2: Working RTS use examples. Since the text-summary property is non-
standard, it must be prefixed with two dashes (--) in order to be recognized by the
browser’s built-in CSS parser; otherwise it would be ignored.

When the text-summary property is defined as a percentage, it may have any
value in the range [0, 1] or [0%, 100%)]. Any values outside this range will be
clamped. A value of 0.0 implies that the resulting text is a summary of length
0% of the original text, which would result in hiding the whole text source. A
value of 1.0 implies that the resulting text is a summary of length 100% of the
original text, which would result in leaving the whole text source untouched.
Therefore, practical working values would lay in the [0.01,0.99] or [1%,99%)]
ranges. In the Evaluation section we provide more insights in this regard. Finally,
when the text-summary property is defined as a string (e.g. 2 sentences), it may
have any value greater than zero. Otherwise, it is set to none.
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3.2 Algorithm

RTS implements the TextRank summarization algorithm [22], which is a graph-
based ranking model. Certainly, there are many extractive summarization
algorithms available. We chose TextRank for three main reasons: it is unsuper-
vised, language-independent, and produces results very similar to what a human
would produce [22].

TextRank starts by building a graph that represents the text, and intercon-
nects words, sentences, or other text entities with meaningful relations. Let
G = (V,€) be a directed graph with a set of vertices V and a set of edges
E CV x V. For a given vertex v;, let D~ (v;) be the set of vertices that point
to it (indegree), and let D (v;) be the set of vertices that vertex v; points to
(outdegree). The score of such vertex is recursively defined as

sc(vi) = (1—d)+d Y ;sc(uj) (1)

+ (v
i D))

where d is a damping factor, usually set to 0.85, as in Google’s PageRank
algorithm. The derivation of Eq. (1) for weighted graphs is straightforward [22].

In RTS, the goal is to rank entire sentences, and therefore a vertex is added
to the graph for each sentence in the text source. To establish connections
(edges) between sentences (vertices), we define a similarity relation as a function
of content overlap. Formally, given two sentences S; and S;, with a sentence
being represented by a set of words S; = {w1 --- w;}, |S;| > 1 and |S;| > 1, the
similarity between them is defined as

. |{wk LW € SlmSJH

i 1,975) — 2
sim(S; S5) log |S;| + log |S;]| (2)

All the similarity scores can be arranged in an adjacency matrix A,y y|, where
rows and columns are the sentences to rank. Let a;; = sim(S;, S;) be an element
of A. The indegree and outdegree of vertex v; are computed as follows:

D™ (v;) = Z aj;

'D+(1}i) = Zaji (3)

Finally, the top N ranked sentences makes up the text summary, as indicated
by the web designer via the text-summary CSS property. This way, if the text
source has e.g. 10 sentences and text-summary is set to 0.6, then the top 6
sentences of the original text would be the summary.

A very important advantage of rank-based algorithms such as TextRank
is that they prioritize all sentences in a text, which means that they can be
exploited to extract very short summaries (more apt for mobile devices, where
screen space is at a premium) or longer, more explicative summaries (more apt
e.g. for phablets or laptops). In particular, TextRank works well because it does
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not only rely on the local context of a text unit (vertex), but rather it takes into
account information recursively drawn from the entire text (graph).

To conclude this section, we should mention that RTS preserves the original
HTML tags in the generated summaries. This is accomplished via a simple
string matching algorithm. First, sentences in the text source are matched in
plain text against each sentence in the summary. Next, the summary sentences
are replaced by the original sentences from the text source.

4 Evaluation

Aimed at gaining insights about the RTS technique, we conducted three experi-
ments. The interested reader may consult recent qualitative and quantitative
evaluations of several state-of-the-art text summarizers elsewhere [3, 4].

4.1 Method

In the first experiment, we evaluate the impact on runtime performance incurred
by RTS. In the second experiment, we analyze the impact of different summary
ratios on reading time, for which we employ the usual approximation of 250
words per minute [25]. In the third experiment we analyze the impact of different
summary ratios on summary quality, for which we adopt the traditional Recall-
Oriented Understudy for Gisting Evaluation (ROUGE) metric [20]. ROUGE
takes into account the number of overlapping text units between a computer-
generated summary and the ideal summary created by human labelers. In RTS,
the main text units are sentences; therefore we will use the ROUGE-L variant.
ROUGE-L looks at the longest common subsequence between two strings (in-
sequence co-occurrences). ROUGE-L is 1.0 when the summary perfectly matches
any of their references.

4.2 Data

Notice that having to conduct manual comparison of peer summaries with
different summary ratios is an arduous and costly process. Luckily, a body
of research has been produced in the last decade to benchmark different text
summarization systems. Therefore, we will use the dataset provided by Hu et
al. [14] as gold standard, since it is publicly and freely available.

The dataset comprises 100 blog posts annotated at the sentence level; see
Table 2. Four human labelers were asked to provide an extractive summary
of each blog post; see Table 3. This way, each sentence in each blog post was
annotated as relevant or non-relevant by each labeler. On average, each labeler
deemed as relevant 610 sentences (17,100 words) overall. Therefore, human
labelers produced summaries with 28.7% less text on average, which would
account for a summary ratio of near 70% of each blog post.
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No. text sources No. sentences No. words

100 2,122 41,563

Table 2: Descriptive statistics of the dataset.

Human labeler ID No. sentences No. words

1 609 17,447
2 640 16,934
3 634 17,817
4 555 16,212

Table 3: Statistics of the human labelers.

4.3 Results

To begin, in the first experiment we get runtime performance estimates incurred
by our current implementation for a summary ratio of 50%, which represents a
trade-off between all the possible values in the working RTS range; see Imple-
mentation section. We analyzed runtime performance on three different devices:
a desktop computer (i7 CPU@3.3 GHz), a laptop (i5 CPUQ@1.6 GHz), and a
mobile device (Snapdragon CPU@1 GHz). We used the latest version of Google
Chrome in all devices. The number of test runs was set to N = 1000 iterations.

Unfortunately, the source URLs of the blog posts are not available. Therefore,
we generate a basic HTML page of each blog post with a <div> element that is
populated with the post content. Then, we add a stylesheet with a CSS selector
that summarizes the text content to 50%. We also add our polyfill together with
a custom script that computes the time required both to parse the stylesheet
and to perform text summarization itself. As can be observed in Table 4, the
impact on runtime performance is negligible for any of the tested devices. This
suggests that RTS is a very feasible approach. In general, we have observed that
the performance results for other summary ratios are within the same order of
magnitude.

Device CSS parsing (ms) Summarization (ms)

Desktop 0.03 + 0.01 2.12 £ 0.15
Laptop 0.08 £+ 0.01 12.26 4+ 2.48
Mobile 0.29 £ 0.03 35.25 + 6.33

Table 4: Performance results (mean + sd processing times) for a summary ratio of
50%.

The results of the second and third experiments are reported jointly in
Figure 3. As expected, reading time grows linearly with the summary ratio.
Interestingly, there is a sweet spot in summary quality attributed to a summary
ratio of 70%, for which the ROUGE score is maximum (M =0.71, SD=0.14). This
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is actually in line with what human labelers produced, as discussed previously.
For higher and lower summary ratios around such sweet spot, the summary
quality degrades slightly. However, the differences between summary ratios of
30% onward are not statistically significant, as revealed by post-hoc pairwise
comparisons of proportions (Bonferroni corrected) after the chi-square test
(X28,N:100) = 22.84,p < .01). It was for ratios between 10% and 20% where those
differences in summarization quality were found to be statistically significant

(p < .01).
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Figure 3: ROUGE scores and reading times vs. summary ratio. Error bars denote
95% confidence intervals.

In sum, RTS provided similar ROUGE scores for summary ratios of 30%
onward. This means that we can expect that a reduction of 70% in blog
post length will not impact substantially the summary quality. Further, this
reduction accounts for reading time savings of 73.85% per blog post on average.
For example, a blog post that takes 10 min to read would take 2.6 min to read
with text-summary:30%. Taken together, our results suggest that RTS succeeds
efficiently in providing concise but informative summaries.

Anecdotally, we should mention that RTS outperforms state-of-the-art results
in the same summarization task over the same dataset; c.f. [14]. This suggests
that RTS, despite using a relatively straightforward summarization algorithm,
may perform really well in practice.
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5 Conclusion and Future Work

RTS is an experimental technology for RWD that allows desktop web pages to
be read in response to the size of the device a user is browsing with. With RTS,
web designers can create custom reading solutions for a wide range of users, on
a wide range of devices. RT'S might be especially useful for news or blog sites,
as a means to quickly allow users keeping up on the latest events.

We plan to escalate the RTS specification to the W3C CSS working group,
since it can be easily implemented in modern browsers. Another research avenue
is the client-side generation of summary snippets, so that they can be inserted
at the discretion of web content creators.

Our software is publicly available at https://luis.leiva.name/rts/. In
general, anyone interested in making their websites concise but informative could
benefit from this work. In conclusion, we feel that RTS has great potential, and
the work presented here opens important opportunities for future efforts in this
area.
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