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Interactive Predictive Parsing Framework
for the Spanish Language

Marco para Parsing Predictivo Interactivo
aplicado a la Lengua Castellana

Ricardo Sanchez-Saez, Luis A. Leiva, Joan Andreu Sanchez, and José Miguel Benedi

Resumen: El marco tedrico de Parsing Predictivo Interactivo (IPP) permite con-
struir sistemas de anotacion sintactica interactivos. Los anotadores humanos pueden
utilizar estos sistemas de ayuda para crear arboles sintdcticos con muy poco es-
fuerzo (en comparacién con el trabajo requerido para corregir manualmente &rboles
obtenidos a partir de un analizador sintactico completamente automético). En este
articulo se presenta la adaptacion a la lengua castellana del marco IPP y su her-
ramienta de anotacién IPP-Ann, usando modelos obtenidos a partir del UAM Span-
ish Treebank. Hemos llevado a cabo experimentacién simulando al usuario para
obtener métricas de evaluacion objetivas para nuestro sistema. Estos resultados
muestran que el marco IPP aplicado al UAM Spanish Treebank se traduce en una
importante cantidad de esfuerzo ahorrado, comparable con el obtenido al aplicar el
marco IPP para analizar la lengua inglesa mediante el Penn Treebank.
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Abstract: The Interactive Predictive Parsing (IPP) framework allows the construc-
tion of interactive tree annotation systems. These can help human annotators in
creating error-free parse trees with little effort (compared to manually post-editing
the trees obtained from a completely automatic parser). In this paper we adapt the
IPP framework and the IPP-Ann annotation tool for parse of the Spanish language,
by using models obtained from the UAM Spanish Treebank. We performed user
simulation experimentation and obtained objective evaluation metrics. The results
establish that the IPP framework over the UAM Treebank shows important amounts
of user effort reduction, comparable to the gains obtained when applying IPP to the
English language on the Penn Treebank.
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1 Introduction ror (measured through metrics like Word Er-

ror Rate, BLEU, F-Measure, etc.) inherent

Two different usage cases can be acknowl-
edged for automatic systems that output, or
work with, natural language within the Com-
putational Linguistics field. On one hand, we
have the scenario in which the output of such
systems is expected to be used in a vanilla
fashion, that is, without validating or cor-
recting the results produced by the system.
Within this usage scheme, the most impor-
tant factor of a given automatic system is
the quality of the results. Although mem-
ory and computational requirements of such
systems are usually taken into account, the
ultimate aim of most research that relates to
this scenario is to minimize the amount of er-

to the produced results.

A second usage scene arises when there ex-
ists the need for perfect and completely error-
free results, e.g., perfectly translated sen-
tences or perfectly annotated syntactic trees.
In such a case, the intervention of a human
user validator/corrector is unavoidable. The
corrector will review and validate the results,
making the suitable corrections before the
system output can be employed. In these
kind of tasks, the most important factor that
has to be minimized is the human effort that
has to be applied to transform system’s po-
tentially incorrect output into validated and
error-free output. Measuring user effort has



an intrinsic subjectivity that makes it hard to
be quantitatized. Most research about prob-
lems associated to this scenario tries to mini-
mize just the system’s error rate as well, given
the fact that user effort is usually inversely
proportional to the quality of the output.

Only recently, more comparable and re-
producible evaluation methods for Interac-
tive Natural Language Systems have started
to be developed within the context of Interac-
tive Predictive Systems. These systems for-
mally integrate the correcting user into the
loop, making him part of the system, right
at its theoretical framework. Interactive pre-
dictive methods have been studied and suc-
cessfully used in fields like Handwritten Text
Recognition (HTR) (Toselli, Romero, and Vi-
dal, 2008; Romero et al., 2009) and Statisti-
cal Machine Translation (SMT) (Ortiz et al.,
2010; Alabau et al., 2009) to ease the work
of transcriptors and translators, respectively.

In such systems, the importance of the
base system error rate per se is diminished.
Instead, the intention is to measure how
well the user and the system work together.
For this, formal user simulation protocols
together with new objective effort evalua-
tion metrics such as the Word Stroke Ratio
(WSR) (Toselli, Romero, and Vidal, 2008)
or the Key-Stroke and Mouse-Ratio (KSMR)
(Barrachina et al., 2009) started to be used as
a benchmark. These ratios reflect the amount
of user effort (whole-word corrections in the
case of WSR; keystrokes plus mouse actions
in the case of KSMR) given a certain output.
To get the amount of user effort into context
they should be compared against the cor-
responding error ratios of comparable non-
interactive systems: Word Error Rate in the
case of WSR and Character Error Rate in the
case of KSMR.

This dichotomy in evaluating either sys-
tem performance or user effort applies to
Syntactic Parsing as well. The objective of
parsing is to precisely determine the syn-
tactic structure of sentences written in one
of the several languages that humans use.
Some examples of top performing completely
automatic parsers are (Collins, 2003; Klein
and Manning, 2003; Petrov and Klein, 2007;
McClosky, Charniak, and Johnson, 2006;
Huang, 2008).

In the parsing field, there exist a dire need
for manually annotated corpora are needed,
specially for languages in which parse corpora

This is a preprint for personal use only. The published paper may be subject to some form of copyright.

are sparse. Annotating trees syntactically
generally requires human intervention of a
high degree of specialization. This fact par-
tially justifies the shortage in large manually
annotated treebanks. Endeavors directed at
easing the burden for the experts perform-
ing this task could be of great help, such as
the ones presented in (de la Clergerie et al.,
2008).

When using automatic parsers as a base-
line for building perfect syntactic trees, the
role of the human annotator is usually to
post-edit the trees and correct the errors.
This manner of operation results in the typ-
ical two-step process for error correcting, in
which the system first generates the whole
output and the user verifies or amends it.
This paradigm is rather inefficient and un-
comfortable for the human annotator. For
example, a basic two-stage setup was em-
ployed in the creation of the Penn Treebank
annotated corpus: a rudimentary parsing
system provided a skeletal syntactic represen-
tation, which then was manually corrected
by human annotators (Marcus, Santorini,
and Marcinkiewicz, 1994). Additional works
within this field have presented systems that
act as a computerized aid to the user in ob-
taining the perfect annotation (Carter, 1997;
Oepen et al., 2004; Hiroshi et al., 2005). Sub-
jective measuring of the effort needed to ob-
tain perfect annotations was reported in some
of these works, but we feel that a more com-
parable metric is needed.

With the objective of reducing the user
effort and making the laborious task of tree
annotation easier, the authors of (Sanchez-
Séez, Sénchez, and Benedi, 2009) devised
an Interactive Predictive Parsing framework.
That work embeds the human corrector into
the automatic parser, and allows him to in-
teract in real time within the system. In
this manner, the system can use the readily
available user feedback to make predictions
about the parts of the trees that have not
been validated by the corrector. The authors
performed experiments over the Penn Tree-
bank: they simulated user interaction and
calculated effort evaluation metrics, estab-
lishing that an IPP system results in amounts
slightly above 40% of effort reduction for a
manual annotator compared to a two-step
system. In (Sdnchez-Sdez et al., 2010) they
also demonstrated the Interactive Predictive
Parsing Tree Annotator (IPP-Ann) an IPP



based annotation tool that can be accessed
at http://cat.iti.upv.es/ipp/.

In this paper, we apply the IPP frame-
work to the Spanish language, by updat-
ing its model to Probabilistic Context Free
Grammars (PCFGs) obtained from the UAM
Spanish Treebank (Moreno et al., 2000). We
also adapted IPP-Ann to parse sentences in
the Spanish language, which could pave the
way to further developments in order to make
this tool compatible with other annotation
styles. IPP-Ann, by helping to syntacti-
cally annotate new sentences more efficiently,
could be a very helpful asset in increasing the
size of the UAM corpus, or in the creation of
other Spanish treebanks.

In order to quantitatively measure IPP
performance on the Spanish language, we
also carried out user simulation experimen-
tation with the UAM Treebank to determine
that effort reduction estimates for Spanish
are comparable to the figures obtained for
English parsing using the Penn Treebank.

2 Interactive Predictive Parsing

In this section we review the IPP framework
(Sénchez-Séez, Sanchez, and Benedi, 2009)
and its underlying operation protocol. In
parsing, a syntactic tree ¢, attached to a
string @ = x1...%y, is composed by sub-
structures called constituents. A constituent
c;‘} is defined by the nonterminal symbol (ei-
ther a syntactic label or a POS tag) A and
its span ij (the starting and ending indexes
which delimit the part of the input sentence
encompassed by the constituent).

Here follows a general formulation for the
non-interactive syntactic parsing scenario,
which will allow us to better introduce the
IPP formulation. Assume that using a given
parsing model G, the parser analyzes the in-
put sentence x and produces the most prob-
able parse tree

t = arg max pg(t|x), (1)
teT

where pg(t|x) is the probability of parse tree
t given the input string x using model G, and
T is the set of all possible parse trees for x.

In the IPP framework, the manual correc-
tor provides feedback to the system by cor-
recting any of the constituents cf‘ from ¢. The
system reacts to each of the corrections per-
formed by the human annotator by proposing
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a new ¢’ that takes into account the correc-
tion.

Within the IPP framework, the user re-
views the constituents contained in the tree
to assess their correctness. When the user
finds an incorrect constituent he modifies it,
setting the correct span and label. This ac-
tion implicitly validates what it is called the
validated prefix tree t,, which is composed
by the partially corrected constituent, all of
its ancestor constituents, and all constituent
whose end span is lower than the start span
of the corrected constituent. When the user
replaces the constituent ¢ with the correct

ij
one c;’;-‘, the validated prefix tree is

tp(cli?) = {Cﬁn -m S iv n Z]7
d(cmn) < d(é)} U (2)

{ng tqg<i}
with d(cZ) being the depth (distance from
root) of constituent ¢Z. The validated pre-
fix tree is parallel to the validated sentence
prefix commonly used in Interactive Ma-
chine Translation or Interactive Handwritten
Recognition. This particular definition of the
prefix tree that is validated after each user
correction prefix determines the fact that the
user is simulated by a tree exploration in a
preorder fashion (left-to-right depth-first). It
is worth noting that other types of prefixes
could be defined, allowing for different parse
trees review orders.

Within the IPP formulation, when a con-
stituent correction is performed, the prefix
tree tp(cg‘;‘) is validated and a new tree ¢ that
takes into account the prefix is proposed. In-
corporating this new evidence into expression
(1) yields the following equation

t = argmaxpg(t\a:,tp(cg?)). (3)
teT

Given the properties of context-free gram-
mars, the only subtree that effectively needs
to be recalculated is the one starting from
the parent of the corrected constituent. This
way, just the descendants of the newly intro-
duced constituent, as well as its right hand
siblings (along with their descendants) are

calculated.

2.1 User Interaction Operation

The IPP formulation allows for a very
straightforward operation protocol that is



performed by the manual corrector, in which
he validates or corrects the successive output
parse trees:

1. The parsing system proposes a full parse
tree t for the input sentence.

2. Then, the user finds the first incorrect
constituent exploring the tree in a cer-
tain ordered manner (preorder in our
case, given by the tree prefix definition)
and amends it, by modifying its span
and/or label (implicitly validating the
prefix tree ).

3. The parsing system produces the most
probable tree that is compatible with the
validated prefix tree ?,, as shown in ex-
pression 3.

4. These steps are iterated until a final,
perfect parse tree is produced by the
server and validated by the user.

It is worth noting that within this pro-
tocol, constituents can be automatically
deleted or inserted by adequately modifying
the span of the left-neighbouring constituent.

The IPP interaction process is similar to
the ones already established in HTR and
SMT. In these fields, the user reads the out-
put sentence from left to right. When the
user finds and corrects an erroneous word, he
is implicitly validating the prefix sentence up
to that word. The remaining suffix sentence
is recalculated by the system taking into ac-
count the validated prefix sentence.

2.2 IPP-Ann

The Interactive Predictive Parsing Tree An-
notator (Sanchez-Séez et al., 2010), or IPP-
Ann for short, is a Web-based tool based on
the IPP framework. It consists on a thin
Web client that operates in conjunction with
a parse server which provides the parse can-
didates. A preview version can be accessed
at http://cat.iti.upv.es/ipp/.

When using IPP-Ann, the user is pre-
sented with the sentences from the selected
corpus, and can start parsing them one by
one. The user, following the operation proto-
col introduced in Section 2.1, makes correc-
tions in the trees using the keyboard and the
mouse. The user feedback is decoded on the
client side which in turn requests subtrees to
the parse engine.
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Two kind of operations can be performed
over constituents: span modification (per-
formed by dragging a line from the con-
stituent to the word that corresponds to the
span’s upper index), and label substitution
(done by typing the correct label on the corre-
sponding text field). Modifying the span of a
constituent invalidates its label, so the server
recalculates it as part of the suffix. Modi-
fying the label of a constituent validates its
span.

As already mentioned, constituents can
be adequately inserted or deleted by modify-
ing the span of their left-neighbouring con-
stituents. Also, an operation for inserting
unary productions is available (performed by
dragging a line from the parent constituent
to the floating ball). Unary productions can
be deleted by resetting the current span of
the parent constituent.

Figure 1 shows an example of a user in-
teraction on the IPP system. In this ex-
ample, the user reviews the output tree
(Fig. 1(a)) and notices that “defiende las fu-
siones” should a Verb Phrase (VP). He in-
creases the span of V', which originally only
spanned “defiende”. This operation validates
the prefix, which can be seen highlighted in
green on the user interface (Fig. 1(b)). The
IPP engine correctly calculates the most suit-
able label for the new span, and recalculates
the most probable suffix compatible with the
validated prefix (Fig. 1(c)).

When the user is about to perform an op-
eration, the affected constituent and the pre-
fix that will be validated are highlighted. The
target span of the modified constituent is vi-
sually shown as well. When the user obtains
the correctly annotated tree, he can accept it
by clicking on a new sentence.

3 FEwvaluation of Interactive
Parsing Systems

As already mentioned, the objective of IPP
parsing is to be employed by annotators to
construct correct syntactic trees with less ef-
fort. The metrics presented here evaluate the
amount of effort (consisting in the amount of
constituent corrections performed using the
IPP system) saved by the user, compared to
the effort required to manually post-edit the
trees after obtaining them with an automatic
parsing system (consisting in the amount of
incorrect constituents).

It is subjective and expensive to test an in-
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[System: Output tree #1]

[User:
Constituent span modification)

[System: Output

tree #2]
Figure 1: A user interaction on IPP-Ann.

teractive system with real users, so the gold 2. The user simulation subsystem finds the
reference trees were used to simulate system first incorrect constituent by exploring
interaction by a human corrector and pro- the tree in the order defined by the pre-
vide a comparable benchmark. The evalua- fix tree definition (preorder) and com-
tion protocol is as follows: paring it with the reference. When the
first erroneous constituent is found, it is

1. The IPP system proposes a full parse amended by being replaced in the out-

tree t for the input sentence. put tree by the correct one, operation



which implicitly validates the prefix tree
tp. The number of interactions (con-
stituent replacements) that have been
performed to obtain the perfect tree is
accumulated through this process.

3. The parsing server produces the most
probable tree that is compatible with the
validated prefix tree ¢,,.

4. These steps are iterated until a final,
perfect parse tree is produced by the
server and validated by the user simu-
lation subsystem.

At the end of this process, two metrics
can be reported. The TCER measures the
amount of user effort in obtaining perfectly
annotated trees by post-editing the ones that
were output by a non-interactive system.
The TCAC measures the user effort in ob-
taining these same trees by interactively us-
ing the IPP system:

o Tree Constituent Error Rate (TCER):
Minimum number of constituent sub-
stitution, deletion and insertion opera-
tions needed to convert the first pro-
posed parse tree into the corresponding
gold reference tree, divided by the total
number of constituents in the reference
tree.

e Tree Constituent Action Rate (TCAC):
Number of constituent corrections per-
formed by the user simulation system in
conjunction with the IPP system to ob-
tain the reference tree, divided by the
total number of constituents in the ref-
erence tree.

These two metrics are directly compara-
ble because both refer to modifications at the
constituent level. For our experiments we will
also report the more classical F-Measure met-
ric for contextualization, which is in fact in-
versely related to the TCER.

4 Experiments

4.1 The UAM Spanish Treebank

The UAM Spanish Treebank! is a mannually
annotated corpus developed at the Laborato-
rio de Lingiistica Informdtica of the Univer-
sidad Auténoma de Madrid (Moreno et al.,

"http://www.111f .uam.es/~sandoval/
UAMTreebank.html
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2000). Its annotation scheme is an adapta-
tion of the Penn Treebank style to the Span-
ish language (syntactic labels and POS tags
have been conformed to fit Spanish sentence
structures and word functions), with some
additional features added. The corpus con-
sists of 1,500 annotated sentences (22,695
words) and averages 15.13 words/sentence.
The sentences were taken from the Spanish
newspaper Fl Pais and the consumer associ-
ation magazine Compra Maestra.

Applying the IPP framework to the UAM
Treebank serves a double purpose. On one
hand, we adapt the framework and IPP-Ann
to the Spanish language, opening the door for
collaborations with Spanish linguists, in or-
der to build and improve a useful and reliable
tool for effortless tree annotation.

On the other hand, experiments on this
corpus also allows us to study how the IPP
framework fares using a considerably small
grammar as the model. Previous IPP ex-
perimentation carried out by Sdnchez-Saez et
al. (1999) used Penn Treebank grammars, in-
duced from just over 39,800 sentences (about
950,000 words). For our experiments we are
inducing the Spanish grammars from a much
smaller treebank set comprising of 1.400 sen-
tences (22,785 words).

4.2 Experimental Framework

In readying our experimentation, we divided
the UAM Treebank in two partitions: the
train set (first 1.400 sentences) and the test
set (last 100 sentences). Before carrying out
experiments, the NoEmpties transformation
was applied to both sets (Klein and Manning,
2001).

We implemented the CYK-Viterbi pars-
ing algorithm as the parse engine within the
IPP framework. This algorithm uses gram-
mars in the Chomsky Normal Form (CNF),
so we employed the open source Natural
Language Toolkit (NLTK) to obtain several
right-factored binary grammars with differ-
ent markovization parameters from the train-
ing set. (Klein and Manning, 2003).

A basic smoothing method was used
for parsing sentences with out-of-vocabulary
words: when an input word could not be de-
rived by any of the preterminals in the UAM
treebank grammar, a very small probability
for that word was uniformly added to all of
the preterminals.

User simulation was performed as an ob-



jective way of IPP effort reduction evalua-
tion, as explained in Section 3. Results for
the discussed metricsfor different markoviza-
tions of the train grammar are shown in Ta-

ble 1.

Baseline IPP
PCFG F, TCER TCAC RelRed
h=0, v=0 0.57 0.48 0.26 46%
h=0, v=1 0.59 0.47 0.25 47%
h=0,v=2 0.62 0.44 0.24 46%
h=0, v=3 0.61 0.45 0.24 47%

Y

Table 1: Results for the test set: F; and
TCER for the baseline system; TCAC for

the IPP system; relative reduction beteween
TCER and TCAC.

Note that baseline Fj scores are far from
the state of the art in parsing (in part owing
to the small size of the treebank used to in-
duce the grammar, and also owing to the use
of an unlexicalized parsing method). How-
ever, our purpose is to evaluate the help of
an IPP system in obtaining perfectly anno-
tated sentences, so the relative reductions in
annotation effort were calculated.

We observe high amounts of effort saving
when using an IPP system to annotate sen-
tences in an error-free fashion. Metrics show
that the percentage of corrections needed us-
ing the IPP system is much lower than the
rate of needed corrections when post-editing
the baseline trees: an estimated 46% of con-
stituent corrections could be saved by a hu-
man linguist using IPP-Ann.

These results are comparable to those
obtained in (Sénchez-Sdez, Sanchez, and
Benedi, 2009) for the Penn Treebank, which
ranged effort savings from 42% to 46%. We
conclude that important amounts of effort re-
duction in annotation is obtained from IPP,
even when smaller PCFGs are used for pars-
ing.

5 Conclusions and Future Work

We have applied the IPP framework for
parsing of the Spanish language, by obtain-
ing Probabilistic Context Free Grammars
(PCFGs) from the UAM Spanish Treebank
(Moreno et al., 2000). By using the same
PCFGs, we also adapted the IPP-Ann anno-
tation tool to parse sentences in the Span-
ish language. We performed user simulation
experiments for perfectly annotating Span-
ish sentences using the UAM Treebank, with
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an estimated effort decrement of about 46%.
The amount of effort reduction is comparable
to the amount of savings obtained for IPP
in English language annotation (on the Penn
Treebank).

Future work involves further develop-
ments of the IPP framework and IPP-Ann
in order to make it fully compatible with ad-
ditional annotation styles, so it can be used
in the field for fast treebank creation.

Long term future research deals with the
addition of Adaptative Parsing algorithms to
the IPP framework, which would allow to im-
prove its model with new ground truth data
as the user annotates and validates new trees.
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