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Abstract—This paper introduces IPP-Ann: the Interactive
Predictive Parsing Tree Annotator. IPP-Ann is an interactive
tool that can be used by an expert to effortlessly annotate
syntactic trees. The tool shows an initial proposed annotation
tree, and then allows the user to perform individual corrections
on the tree constituents. These corrections implicitly validate
a prefix subtree, and IPP-Ann reacts to such feedback in real
time, proposing new trees that complete the modifications made
by the user.
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I. INTRODUCTION

IPP-Ann is an annotation tool that is based on the Inter-
active Predictive Parsing (IPP) framework [1]. The objective
of IPP is to be employed by linguists to construct correct
syntactic trees in an interactive manner with little effort.

There exist additional works by other authors within the
computer aid to annotation such as [2], [3], [4]. However,
we feel that the fact of being based our tool on a sound
theoretical framework that truly integrates the annotator
within the parsing process, sets IPP-Ann apart.

Our tool comprises a thin Web client that operates
in conjunction with an IPP server (using a Probabilistic
Context-Free Grammar as a model) which provides anno-
tated tree candidates. IPP-Ann can be accessed online at
http://cat.iti.upv.es/ipp/.

We have adapted IPP-Ann for parsing both English (with
a Penntreebank based model [5]) and Spanish text (with a
UAM Treebank based model [6]). Figures 1 and Figures 2
show some screenshots: the IPP-Ann welcome and sentence
selection screen.

When using IPP-Ann, the user is presented with the
selected corpus, and can start parsing the sentences one by
one. The user chooses a sentence, and the system proposes a
complete annotated tree. The user then can make corrections
in the trees using the mouse and the keyboard, and the
system proposes new trees, completing the user validated
data.

Architecturally, the user feedback is decoded on the client
side, which in turn requests the new subtrees to the parse
engine.

In user simulation experiments, we have observed high
amounts of effort saving when using an IPP system to an-

notate sentences in an error-free fashion. User effort metrics
show that the percentage of corrections needed using the IPP
system is much lower than the rate of needed corrections
when manually post-editing the output of a completely
automatic parsing system: an estimated 46% of constituent
corrections could be saved by a human linguist using IPP-
Ann.

II. INTERACTIVE PREDICTIVE PARSING THEORETICAL
FRAMEWORK

In this section we review the Interactive Predictive Parsing
Theoretical Framework.

A tree t, associated to a string x1|x|, is composed by
substructures that are usually referred as constituents. A
constituent cAij is defined by the nonterminal symbol A
(either a syntactic label or a POS tag) and its span ij (the
starting and ending indexes which delimit the part of the
input sentence encompassed by the constituent).

Here follows a general formulation for the non-interactive
parsing scenario. Using a grammatical model G, the parser
analyzes the input sentence x = {x1, . . . , x|x|} and produces
the parse tree t̂

t̂ = argmax
t∈T

pG(t|x), (1)

where pG(t|x) is the probability of parse tree t given the
input string x using model G, and T is the set of all possible
parse trees for x.

In the interactive-predictive scenario, after obtaining the
(probably incorrect) best tree t̂, the user is able to individu-
ally correct any of its constituents cAij . The system reacts to
each of the corrections introduced by the human, proposing
a new t̂′ that takes into account the afore-mentioned correc-
tions.

The action of modifying an incorrect constituent (either
setting the correct span or the correct label) implicitly
validates a subtree that is composed by the partially cor-
rected constituent, all of its ancestor constituents, and all
constituents whose end span is lower than the start span
of the corrected constituent. We will name this subtree
the validated prefix tree tp. When the user replaces the
constituent cAij with the correct one c′Aij , the validated prefix
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Figure 1. The IPP-Ann welcome screen.

tree is:

tp(c
′A
ij ) = {cBmn : m ≤ i, n ≥ j,

d(cBmn) ≤ d(c′Aij )} ∪
{cDpq : p >= 1 , q < i}

(2)

with d(cBmn) being the depth of constituent cBmn.
When a constituent correction is performed, the prefix tree

tp(c
′A
ij ) is fixed and a new tree t̂′ that takes into account the

prefix is proposed

t̂′ = argmax
t∈T

pG(t|x, tp(c′Aij )). (3)

Given that we are working with context-free grammars,
the only subtree that effectively needs to be recalculated is
the one starting from the parent of the corrected constituent.

III. IPP-ANN OPERATION

The user can perform two kind of operations over con-
stituents: span modification, and label substitution. Modi-
fying the span of a constituent invalidates its label, so the
server may recalculate and change it as part of the new
tree. Modifying the label of a constituent validates its span.
Constituents can be adequately inserted or deleted by modi-
fying the span of their left-neighbouring constituents. Also,
operations for manipulating unary productions is available:

they can be inserted and deleted. See Figure 3 for an example
of span modification.

Operations can be performed as follows:
• span modification: Draw a line from the constituent

node to the word that corresponds to the span’s right
index.

• label substitution: Select the text field and type the
correct one.

• unary production insertion: Draw a line from the
constituent node to the floating ball that appears below
itself.

• unary production removal: Reset the span of the
constituent parenting the unary production (just draw
a line from the constituent node to the word that
corresponds to the span’s right index).

When a correction operation is performed over a con-
stituent, the tree prefix is validated. The tree prefix consists
of a) the validated constituent, b) all of its ancestors, and
c) all constituents to the left of the corrected one.

The aforementioned operations result in a very straight-
forward operation protocol that is performed by the manual
corrector, in which she validates or corrects the successive
output parse trees:

1) The parsing system proposes a full parse tree for the
input sentence.
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Figure 2. IPP-Ann showing sentences to be annotated.

2) Then, the user finds the first incorrect constituent ex-
ploring the tree in a certain ordered manner (preorder
in our case, given by the tree prefix definition) and
amends it, by modifying its span and/or label (implicitly
validating a prefix tree).

3) The parsing system produces the most probable subtree
that is compatible with the validated prefix tree.

4) Steps 2-3 are iterated until a final, perfect parse tree is
produced by the server and validated by the user.

Validation can be performed by pressing CTRL+Enter
inside a text field. The system then validates the current
sentence and goes on to the next one.

IV. IPP-ANN ARCHITECTURE

IPP-Ann has a modular architecture: it comprises a web
client implemented by a combination of PHP and Action-
Script (where the annotated trees are drawn and the user
interaction is performed), and a parse server implemented
in C++ (which does the probabilistic parsing iterations).
They both communicate by using the socket-based CAT-API
library [7].

A. Parse server

The server implements customized CYK-Viterbi parser,
which uses a Probabilistic Context-Free Grammar (PCFG) in
Chomsky Normal Form (CNF). Currently we have available

two instances of the server, each running with a different
grammar as the parse model. The grammar for English
parsing were obtained from sections 2 to 21 of the UPenn
Treebank. The Spanish server uses a grammar obtained from
the first 1400 sentences of the UAM Spanish Treebank.

The server can provide the most probable subtree for any
given span of the input string. For each subtree request, the
subtree root label can be optionally provided. If the subtree
root label is not provided, the server calculates the most
probable label.

Given that the parse server internally works with a
grammar in CNF, the server also performs transparent tree
debinarization/binarization and unary expansion/callpsing,
when sending and receiving trees to the client.

B. Web client

The client application runs on any modern Web browser,
with the only requirement being the Flash plugin (99% of
market penetration as of 2010, according to Adobe). The
client’s hardware requirements are quite low, as the parse
server runs on a different computer. Additionally, the chosen
client architecture provides cross-platform compatibility and
requires neither computational power nor disk space on the
client’s machine.

The client interface has several additions that aid within
the annotation process. Each validated user interaction is
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Figure 3. Usage of IPP-Ann: the user modifies the span of a constituent
and the system produces a new tree.

saved as a log file on the server side, so a tree’s annotation
session can be later resumed. Sentences with a started
annotation session are shown in black text over a light green
background. The annotation-in-progress log files can also be
deleted, individually at the sentence level, or all the logs in
a corpus at once.

When a tree is validated by the user, the final error-free
tree is stored for later reuse. Validated sentences are shown
in white text over a dark green background.

The user can also enter personalized text to parse through
our client (see Figure 1). She either can write a single
sentence (used mainly for testing purposes), or upload a file

with several sentences for annotation. The text introduced
by the user is automatically segmented by the client by an
internal tokenizer (which separates punctuation marks from
each other and from regular words). The system uses one of
the currently provided grammars (either for English or for
Spanish), and language detection is performed automatically.

When the user has finished annotating, she can download
the syntax trees for each sentence that was validated (and
also partially annotated) as an XML file; e.g., for later
custom post-processing.

1) Communication protocol: Several annotators can work
simultaneously from different locations on the same corpus
(although not on the same sentence). When somebody is
annotating a sentence, it is locked and shown with a red
background.

By using the CAT-API library, the client communicates
with the IPP server through binary TCP sockets, which
provide low latency times. Moreover, client and server
communicate via asynchronous HTTP connections, so there
are no page refreshes when annotating a new sentence.

C. Technical requeriments

As previously commented, the only requirement for the
client is a Web browser with the Flash plugin installed.

The parse server can be run in an average computer
(Pentium 4 or higher recommended) with enough amount of
RAM (for the grammars we use, 1 GB of RAM is enough).
The default servers accessed when using our demonstration
online are both running on a Intel R© CoreTM 2 Quad CPU
running @ 2.40GHz with 4 GB of RAM installed, since
there are more CAT-API prototypes [8] on the same machine.

V. CONCLUSIONS AND FUTURE WORK

We have introduced IPP-Ann, a Web-based interactive-
predictive tool for syntactic tree annotation that can greatly
speed the work of linguists creating new corpora. Accord-
ing to experiments on user simulation, the effort savings
achieved by using our tool has been estimated to be around
46% when compared to using a non-interactive automatic
system.

Future work includes several improvements on the client
side (e.g., adding several XML export formats, and parsing
directly text from an external web page), as well as some
additions to the server side (e.g., adding grammars for new
languages, or using better performing parsing algorithms).
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