G3: Bootstrapping Stroke Gestures Design with Synthetic Samples and Built-in Recognizers
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Abstract
Stroke gestures are becoming increasingly important with the ongoing success of touchscreen-capable devices. However, training a high-quality gesture recognizer requires providing a large number of examples to enable good performance on unseen, future data. Furthermore, recruiting participants, data collection and labeling, etc. necessary for achieving this goal are usually time-consuming and expensive. In response to this need, we introduce g3, a mobile-first web application for bootstrapping unistroke, multistroke, or multitouch gestures. The user only has to provide a gesture example once, and g3 will create a kinematic model of that gesture. Then, by introducing local and global perturbations to the model parameters, g3 will generate any number of synthetic human-like samples. In addition, the user can get a gesture recognizer together with the synthesized data. As such, the outcome of g3 can be directly incorporated into production-ready applications.
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Introduction
Any application that is driven by gestures must rely on some recognition-based techniques. These techniques in turn require expert knowledge in machine learning, something that is often beyond the reach of many developers. Furthermore, data collection and labeling are usually time-consuming and expensive. Thus, it is important to investigate how to assist developers to quickly design a gesture set and deploy it together with a gesture recognizer.

In this paper we describe G3, a web application to design custom gesture sets by bootstrapping synthetic samples. G3 has been built with Bootstrap, a mobile-first web development framework, and is optimized for touchscreen input. The fundamental advantage of this application is that the user only has to provide one example per gesture, and G3 will generate any number of synthetic human-like samples. Together with the synthesized data, a number of gesture recognizers are available in different programming languages, thus allowing developers to quickly create a competitive, ready-to-use recognizer.

Related Work
We can find in the literature a number of gesture authoring tools to support explorative prototyping; e.g., A CAPpella [2], EventHurdle [3], or MAGIC 2.0 [4]. These tools allow users to “program” their desired behavior without writing any code, by demonstrating it to the system and by annotating the relevant portions of the demonstration. G3 preserves these core interactions, though its goal goes further, by allowing the user to quickly create a ready-to-use gesture recognizer that is suitable for use on UI prototypes in different programming languages. Currently, G3 integrates the popular “$ family” of gesture recognizers: $1 [10], $N [1], and $P [9]. These recognizers are a very viable and a relatively simple solution, and can be adapted to personalized user gestures.

For gesture synthesis, G3 taps into the foundations of the Kinematic Theory [6], which provides the most solid framework to date for the study of the production of human movements [7]. The Kinematic Theory approaches the neuromuscular network involved in the production of a human movement as a lognormal function of velocity profiles. This knowledge has been recently exploited to synthesize human-like gestures, showing that synthetic samples improve an existing recognizer’s accuracy [5]. Currently, G3 has a revamped web service with a simpler API, and more recognizers are available in more programming languages (see next section).

In short, G3 provides the user with an unprecedented capability in terms of time savings, since (1) only one gesture example has to be specified in order to (2) generate any number of additional samples, and (3) a built-in recognizer can be quickly deployed together with the synthesized gestures. Furthermore, since G3 is web-based, the user does not have to install any dedicated software to start using it.

System Description
G3 supports unistroke, multistroke, and multitouch gestures drawn on a web canvas (Figure 1). It also supports uploading a custom gesture dataset (1g), so that it can be augmented with additional samples or deployed with a gesture recognizer. Currently there are 14 combinations of recognizers and programming languages (1f). Below we introduce G3 by following a developer, Mary, as she implements a recognizer for a set of customized gestures.
**Figure 1:** g3 user interface. [a] Drawing panel: the dot indicates the starting point of each gesture stroke. [b] Options panel: besides the number of gestures to generate, advanced (new) options are available. [c] Synthetic samples panel: each sample can be inspected and/or removed from the current gesture set. [d] Reconstruction panel: comprising the current gesture model. [e] Gesture collection panel: each gesture set can be renamed or removed. [f] Export panel: the user can export a gesture recognizer available in different programming languages. [g] Import panel: a JSON file comprising a custom gesture collection can be uploaded.
Mary wants to build a recognizer that handles 5 different gestures. For each gesture, she draws just one example on the web canvas and clicks on ‘Submit’ (1a). Next, g3 models the submitted sample and verifies that the reconstruction is of enough quality (1d), by inspecting its signal to noise ratio with respect to the original gesture, otherwise Mary will be informed so that she can draw the gesture again.

Once a gesture is reconstructed, Mary chooses the desired number of samples that will be synthesized, as well as other advanced options such as the degree of variability for such synthetic samples (1b). Next, she clicks on ‘Synthesize’ and g3 generates the desired number of samples (1c). Mary can remove any of the synthesized samples if it does not meet her expectations. When she is happy with the results, she clicks on ‘Store’ and assigns a label to the synthesized gestures in order to save it (1e).

By the time the 5 gestures examples are drawn, Mary has a gesture set of an arbitrary size (e.g., 20 samples for each of the 5 gestures provided, 100 samples overall). By clicking on ‘Export’, the dataset is exported as a JSON file (1f). However, since Mary was interested in implementing a recognizer, she now selects one of the available recognizers in the programming language of her choice and clicks on ‘Export’. As a result, Mary gets the recognizer together with the synthesized gesture set.

**Conclusion and Future Work**

G3 is an innovative application that offers active design exploration by prototyping, bootstrapping, and deploying gesture datasets together with ready-to-use recognizers. At the moment, g3 can only process 2D gestures. Thus, in future work we would like to extend it for processing 3D gestures, derived from e.g. Wii controllers and similar mobile devices. g3 is available at [https://g3.prhlt.upv.es](https://g3.prhlt.upv.es).
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Appendix

Figure 2 illustrates how G3 can be used to recreate an existing dataset. We picked one example at random from the Shortcut Gestures Dataset [8], and synthesized 100 samples of each gesture (2000 samples overall). Due to space limitations, only 10 of these samples are shown in the figure.
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*Figure 2:* Recreating the MobileHCI Shortcut Gestures Dataset. One human gesture was picked as random seed (top row) to generate 100 samples per gesture. Zoom in for details.