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Figure 1: Incorporating language detection end-to-end improves automatic transcription of code-switching speech. This can
make Conversational Agents more accurate and efficient in understanding the user’s needs.

ABSTRACT
Human communication in multilingual communities often leads
to code-switching, where individuals seamlessly alternate between
two or more languages in their daily interactions. While this phe-
nomenon has been increasingly prevalent thanks to linguistic glob-
alization, it presents challenges for Automatic Speech Recognition
(ASR) systems since they are designed with the assumption of tran-
scribing a single language at a time. In this work, we propose a
simple yet unexplored approach to tackle this challenge by fine-
tuning the Whisper pre-trained model jointly on language identi-
fication (LID) and transcription tasks through the introduction of
an auxiliary LID loss term. Our results show significant improve-
ments in transcription errors, ranging between 14 and 36 percentage
points of difference. Ultimately, our work opens a new direction
for research on code-switching speech, offering an opportunity to
enhance current capabilities of conversational agents.
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1 INTRODUCTION
The ability to speak more than one language fluently is a fairly
frequent phenomenon, even the norm in many countries [3, 20],
in large part thanks to the ongoing linguistic globalization [6].
While the exact number of multilingual speakers is difficult to de-
termine, plausible estimations of bilingualism range from 50% to
70% of the global population [20]. Alternating between different
languages, typically in spoken form, is referred to as code-switching.
This phenomenon has been widely studied in sociolinguistics, psy-
cholinguistics, and cognitive science [18].

Research on text-based chatbots has demonstrated feasibility
of recognising code-switched natural language, in turn leading to
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higher user satisfaction [2, 39]. However, due to poor performance
of Automatic Speech Recognition (ASR) technology, robust im-
plementation of code-switching in voice-based interfaces remains
impractical [11]. Indeed, ASR for code-switching represents an im-
portant and challenging research area, as most of the existing ASR
systems, including multilingual models, assume that the audio to
transcribe is in a single target language [4, 33, 41, 42]. As a result,
suchmodels tend to perform poorlywhen applied to code-switching
scenarios.

In a survey of code-switching from linguistics and social sciences,
Doğruöz et al. [16] noted the growing interest in code-switching
and pointed out challenges for languages technologies that arise
mainly due to the disconnect between the improvements attributed
to computational methods and relevant linguistics and social as-
pects of code-switching. With the advent of Large Language Models
(LLMs), there have been a few attempts to improve code-switching
performance [26, 50, 53] although they have focused mainly on
textual data. For example, Yong et al. [50] proposed generating
code-switching synthetic text with LLMs, leading the authors to
recommend human supervision to ensure high-quality results. Sim-
ilarly, Zhang et al. [53] tested LLMs on four different tasks within
the context of code-switching texts, concluding that LLMs are “not
(yet) code-switchers”, and thus calling for more research in this
direction to help improve their performance.

In this paper, we propose a simple approach that allows for
accurate transcription of code-switching speech, building upon
Whisper [42], a transformer-based ASR model. We introduce a new
loss term that accounts for predicted language tokens on a specific
language, and combine it with the regular transcription loss. We
show that ASR performance improves substantially, significantly
exceeding between 14 and 36 percentage points in terms of Word
Error Rate (WER), with target language identification accuracy
surpassing 99% in most cases. Taken together, our paper makes the
following contributions:

• We study code-switching speech and the role of language
identification in ASR systems.

• We offer a simple method to fine-tune a pre-trained Whisper
model on multiple languages simultaneously.

• We provide guidance to develop next-generation ASR sys-
tems that can be used to develop more sophisticated conver-
sational interfaces.

The choice of both language identification and transcription tasks
during fine-tuning, follows directly from the focus of our work on
code-switching ASR in multilingual settings.

2 RELATEDWORK
In recent years, code-switching research has gradually gained in
popularity thanks to continued improvements of end-to-end and
pre-trained ASR models [47]. However, code-switching speech
research is still lagging compared to research on its text-related
counterpart. In this section, we first present relevant studies on
code-switching ASR and then discuss the potential of speech-based
Conversational Agents (CAs) with code-switching capabilities to
support multilingual users.1

1In this paper we use ‘multilingual users’ to refer to individuals who speak at least
two languages.

2.1 Progress on Multilingual ASR
Barman et al. [5] investigated the challenge of language identifica-
tion in code-switching text on social media for Indian languages.
They used supervised machine learning methods with character-
based 𝑛-gram features to solve word-level language classification
with and without context. The best result was achieved with a Con-
ditional Random Fields (CRF) classifier, yielding 95.76% accuracy. In
another study, Ylmaz et al. [49] explored the use of semi-supervised
learning for both acoustic and language models to improve the
performance of English-isiZulu code-switching ASR. They found
that the use of acoustic models based on factored time-delay neural
nets (TDNN-F) helped achieve an absolute mixed-languageWER re-
duction of 3.4% and 2.2% on first and second iterations, respectively.
However, the proposed language model did not help in improving
ASR performance.

More recently, Liu et al. [34]worked on enhancing code-switching
ASR with a language alignment loss for frame-level language detec-
tion based on pseudo-language labels derived from an ASR decoder
and a hybrid CTC/Attentionmodel. They used LLMs and a linguistic
hint to guide their prompting and achieved aWER ranging between
14.1% and 5.5% in two Mandarin-English datasets. The main chal-
lenges encountered were about balancing training for dominant
languages in bilingual data and in generalizing to accented speech,
which affected performance on secondary languages.

Dhawan et al. [14] developed a method for generating synthetic
code-switching datasets for ASR from monolingual sources. They
also proposed a novel concatenated tokenizer, which enables mono-
lingual ASR models to generate a language ID with each emitted
token. This was proved highly effective in spoken language iden-
tification task, achieving 98% performance on the Google Fleurs
monolingual dataset [12]. They achieved a WER of 50% and 53%
using aggregated and concatenated tokenizers, respectively, on
the Bangor Miami dataset [13], which is one of the most popular
benchmarks for research on code-switching speech.

2.2 Potential of Multilingual CAs
Cihan et al. [11] argued that implementation of code-switching
recognition in voice-only CAs is crucial for increasing their ac-
cessibility for multilingual users. However, previous research has
pointed out several challenges that these speakers experience when
it comes to speech production. For example, Wu et al. [48] noted
that, due to limited language coverage, many users need to use their
second language (L2) when interacting with CAs, which results
in higher cognitive workload. In comparison with monolingual
speakers, multilingual speakers possess a smaller receptive vocabu-
lary (i.e., the words that they can understand) in each of their lan-
guages [7]. Moreover, multilingual speakers may be disadvantaged
when it comes to their first language (L1) production compared to
monolingual speakers [27]. Consequently, this leads to higher cog-
nitive effort when producing language due to less frequent retrieval
of words from individual’s lexicon [11, 22]. Therefore, by improv-
ing ASR capabilities for code-switched speech, we can reduce the
resulting cognitive workload for multilingual users.

Another issue highlighted by Kann [30] is that current capabili-
ties of CAs are based on the ‘one-language-at-a-time’ paradigm [43]
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with the ASRmodule committing exclusively to one of twomonolin-
gual transcription candidates as early as possible while processing
an utterance. Consequently, this lack of flexibility hampers effective
code-switching and creates communication obstacles for multilin-
gual users [10, 30].

While enabling CAs with code-switching speech production ca-
pabilities is also important for making human-CA interactions more
natural and successful, in this paper we will focus on improving
ASR transcription as the first essential step to achieve this goal.

3 METHODOLOGY
We used Whisper [42], the latest state-of-the-art end-to-end ASR
model. It has proved highly robust across languages, various accents,
dialects and speaking styles, and in noisy environments.

Whisper is a transformer-based sequence-to-sequence model
from OpenAI, trained on 680,000 hours of labeled audio data col-
lected from the Internet, out of which 117,000 hours were multilin-
gual. Whisper can be fine-tuned on various languages and tasks
(e.g., transcription or voice activity detection), and its weights are
available in several versions, from 39M parameters (tiny) to 1.5B
parameters (large). In this work, we use the Whisper-Large-V2
model.

Whisper’s encoder takes as input 80-bins log-Mel filterbanks
with a window length of 25ms and a hop length of 10ms, generated
from 30-second chunks of raw audio. Whisper’s decoder generates
text tokens as well as special tokens corresponding to different
languages and tasks, transcription and translation being the two
main tasks included with the pre-trained model [42].

3.1 Datasets
In this work we focus on bilingual English-Spanish speakers, for
simplicity. We used one dataset for language identification, two
different datasets for model fine-tuning, and two other different
datasets for model evaluation.

3.1.1 Language Identification Dataset. We used the Voxlingua107
dataset [46] to build a language identification model for six lan-
guages (English, Spanish, French, German, Luxembourgish, and
Portuguese) based on the Whisper-Large-V2 pre-trained encoder,
to which a classification head was added. The choice of additional
languages apart from English and Spanish is to ensure that the
model’s accuracy is not artificially inflated by the limited choice
that a binary classifier would provide. The model yielded an F1
score of 0.99 on the validation split and both an F1 score and an
accuracy score of 0.999 on the test split. We used this model to
generate the reference labels for the final model evaluation.

3.1.2 Fine-Tuning Datasets. We first fine-tuned Whisper on the
Spanish language, using several datasets of Spanish speakers from
Latin America, namely Mexico [24], Puerto Rico, Argentina, and
Colombia [21]; all are accessible at OpenSLR.org [1]. For the sake of
conciseness, we will refer to this combination of Spanish datasets
as ‘SpaSLR’. Then we fined-tuned Whisper on both Spanish and
English using a subset of the MLCommons People’s Speech Eng-
lish dataset [17], which will refer to ‘MLComm’ for short. Table 1
summarizes these datasets.

Table 1: Datasets used for model fine-tuning.

Dataset Accent Lines Running words Duration

SpaSLR Argentina 5739 3845 8.03 h
SpaSLR Colombia 4903 4070 7.58 h
SpaSLR Mexico 11243 19730 24.49 h
SpaSLR Puerto Rico 617 1708 1.00 h
MLComm American English 22500 17616 85.54 h

3.1.3 Evaluation Datasets. We use the Bangor Miami dataset [13],
which consists of recordings of daily interactions among four se-
lected Spanish-English bilingual speakers (35.66 h of raw audio,
𝑀 = 8.91 h/speaker). This dataset was initially created for linguistic
analysis and recorded in the CHAT annotation format [37]. Be-
cause of the spontaneous nature of the recordings, there is usually
some background noise, varying volume levels, and a large amount
of silence within the audio files. The data therefore needs some
additional processing to be suitable for ASR training and evaluation:

(1) Splitting wave files and transcription files based on times-
tamp information in the CHAT files into segments close to
and not exceeding 20 s of duration, following current stan-
dards [19, 31].

(2) Applying Voice Activity Detection (VAD) to each audio seg-
ment using Silero VAD [45] to remove unneeded silence and
merging back those segments with a silence gap of 20ms or
less.

(3) Applying audio normalization to each wave file: first resam-
pling to 16KB and then equalizing gain levels.

The processed dataset comprises 23.14 h of audio (𝑀 = 5.78 h/speaker).
We also use the Google Fleurs dataset [12] for model evaluation,

which is already processed for ASR tasks and represents monolin-
gual out-of-domain data. By using this additional dataset we can in-
vestigate the performance of models fine-tuned for code-switching
scenarios on monolingual speech, to see if they can generalize,
which also facilitate comparisons against previous work.

3.2 Data Preparation
We randomly split the fine-tuning datasets into 80% training and
20% evaluation. The data was further preprocessed by extracting
features from the raw audio input data and the reference transcrip-
tions were tokenized with a language-specific option for the shared
tokenizer created from the pre-trainedWhisper model. This allowed
us to set the right language token for each target label. This step
is crucial when fine-tuning for multiple languages simultaneously.
We further filtered the data on audio length having at most 30 s to
stay in line with the original processing window of Whisper, and
on label sequence length, with a maximum of 448 tokens.

3.3 Fine-tuning Loss
Whisper allows fine-tuning to specific languages and datasets. How-
ever, Whisper has proved not to perform well on language iden-
tification in multilingual settings, even after fine-tuning on well-
equipped languages [40]. Since this is a critical step, we propose to
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add an auxiliary language-specific loss LLID and combine it with
the original ASR prediction loss LASR of Whisper.

To compute the LID loss, we first extract all tokens available
in the vocabulary of each language considered, and compute the
categorical cross-entropy over the corresponding logits (predicted
tokens). Let 𝐶 be the number of languages we want to work with,
𝑝𝑐 (𝑥) the true distribution of the actual language tokens, and 𝑞𝑐 (𝑥)
the distribution of the predicted tokens:

LLID = −
𝐶∑︁
𝑐=1

𝑝𝑐 (𝑥) log(𝑞𝑐 (𝑥)) . (1)

We then introduce a parameter 𝛼 ∈ [0, 1) which helps adjust the
importance of the language-specific loss and the transcription loss
in the final model loss, so that:

L = 𝛼LLID + (1 − 𝛼)LASR . (2)

Based on grid-search experiments, we have observed that 𝛼 = 0.2 is
a good trade-off value, since it leads to over 99% language detection
accuracy, while keeping good transcription results.

The rationale behind our approach is the fact that in code-
switching speech there is always a dominant language [9], often
referred to as the “matrix language”, and a non-dominant language,
referred to as the “embedded language” [38]. Therefore, if the ASR
model correctly identifies the matrix language, then it would be
easier for it to also detect the embedded language.

3.4 Fine-tuning Procedure
We used the Adam optimizer [32] with momentums 𝛽1 = 0.9 and
𝛽2 = 0.98. For all fine-tuning experiments, a cosine scheduler was
used to decay the learning rate, starting with an initial warmup
phase of 150 steps and a weight decay of 0.001 afterwards. We used
batch sizes of 64 utterances for training and 32 for validation, and
set gradient accumulation steps to 10.

To speed up computations, we used half-precision floating point
arithmetic format (FP16). Also, when using the LID loss, we de-
creased the training batch size to 48, to accommodate for available
GPU memory. The maximum number of training epochs was set to
30, with an early stopping callback implemented with a patience
of 3 epochs and Word Error Rate (WER) as the monitoring metric.
At the end of this training process, we also compute the Character
Error Rate (CER), for completeness.

We also investigated the use of Parameter-Efficient Fine-tuning
(PEFT) [23, 25, 52], giving preference to its most recent variant of
Weight-Decomposed Low-Rank Adaptation (DoRA) [35] to reduce
the model’s required trainable parameters. In this case, the valida-
tion loss was used as the monitoring metric. A training batch size
of 80 was used while training with PEFT.

4 RESULTS
We conducted ablation experiments to assess the contribution of our
proposed modified loss and the fine-tuning approach. The results
shown in Table 2 confirmed that the contribution of the LID loss
term is substantial, improving both language detection accuracy
and error rates; cf. model IDs M3-4 and M7-8. Moreover, the re-
sults from fine-tuning on both English and Spanish simultaneously
indicated that, without the LID loss, the model fails at language

identification and transcription. Further, Figure 2 shows a negative
correlation between language identification accuracy and transcrip-
tion errors. Based on these results, we can conclude that the LID loss
is key for successfully fine-tuning Whisper on multiple languages
simultaneously.

In zero-shot settings, both language identification and audio tran-
scription for high-resource languages are somewhat competitive
with the pre-trainedWhisper model, without fine-tuning. After fine-
tuning, without the LID loss ASR performance becomes worse due
to the well-known “catastrophic forgetting” phenomenon [36, 44],
limiting the model’s ability to be extended to new speakers or di-
alects, for example. To address this issue, our proposed approach has
yielded a strong performance in language identification, reaching
almost perfect accuracy and, as a result, ensuring that transcription
performance does not degrade with fine-tuning. In fact, on the Mi-
ami corpus, we have noticed a reduction in WER of 14 points when
models were fine-tuned on Spanish and a reduction of 25 points
when they were fine-tuned for both English and Spanish. Similarly,
the reductions in WER ranged between 21 and 36 points on the
monolingual Google Fleurs dataset.

5 DISCUSSION
To improve performance for code-switching ASR systemswe should
leverage the potential of the LID loss term, to determine the lan-
guage in which utterances are spoken in order to ensure a better
transcription. As indicated by our experiments results, the inclusion
of this loss term is essential.

Model 6 is of particular interest, in that it is the perfect counter-
example of our approach. In fact, the model was fine-tuned on
both English and Spanish using a PEFT Dora approach without
any special consideration for languages. As a result, the model
could transcribe the audio but was unsuccessful at identifying the
languages, on both evaluation datasets and on both English and
Spanish. On the other hand, Model 4 was fine-tuned only on Spanish
data for both language identification and transcription using a PEFT
Dora approach. As a result, the model scored 100% on Spanish LID
and very poorly on English LID. The poor performance of both M4
and M6 models in the absence of the adequate LID fine-tuning, was
probably amplified by the PEFT approach, which has been recently
shown to "learn less and forget less" than full fine-tuning [8].

Our work has potential to improve CA code-switching interac-
tions in several ways. Firstly, it can reduce cognitive load of users
by promoting flexibility and enabling them to use vocabulary from
both L1 and L2 — effectively making their lexicon retrieval easier.
Secondly, as highlighted by Kann [30], it has potential to make
structural and spontaneous language learning more accessible by
empowering users and preventing communication breakdowns.
Thirdly, in the context of task-based interactions, it has potential
to improve users’ performance by reducing the number of speech
recognition errors and minimizing the likelihood of communication
breakdowns — consequently leading to improved service satisfac-
tion.

Our work is also of particular relevance to low-resource lan-
guages, where communities tend to code-switch more often be-
tween low-resource and high-resource languages [15, 51]. Fine-
tuning for such low-resource languages, including new languages
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Table 2: Results on code-switching (BangorMiami) andmonolingual (Google Fleurs) datasets. The best results for each dominant
language and dataset is highlighted in bold. The ID column indicates each of the studied model variants (i.e., with/without LID
loss and with/without PEFT).

Model Details Dominant
Language

Bangor Miami Google Fleurs

ID Training data LLID PEFT Acc. WER CER Acc. WER CER

M1 SpaSLR % % eng 98.30 44.17 25.75 86.0 22.91 13.68
M2 SpaSLR % ! eng 89.90 46.77 27.97 65.20 39.76 29.05
M3 SpaSLR ! % eng 82.20 44.27 25.22 93.10 12.67 5.01
M4 SpaSLR ! ! eng 8.60 75.81 49.68 0.50 62.15 36.90

M1 SpaSLR % % spa 4.59 57.64 35.84 26.80 52.95 43.23
M2 SpaSLR % ! spa 1.33 57.37 36.67 31.00 40.60 31.34
M3 SpaSLR ! % spa 97.04 50.33 28.68 78.20 35.61 28.45
M4 SpaSLR ! ! spa 100.00 48.08 27.02 100.00 36.49 28.65

M5 SpaSLR + MLComm % % eng 15.90 68.32 49.71 13.00 56.08 42.82
M6 SpaSLR + MLComm % ! eng 20.10 52.78 33.45 0.10 63.34 47.30
M7 SpaSLR + MLComm ! % eng 88.10 50.81 30.35 95.40 28.94 11.87
M8 SpaSLR + MLComm ! ! eng 79.40 48.38 28.30 99.50 28.67 10.27

M5 SpaSLR + MLComm % % spa 48.67 68.69 46.90 53.90 40.50 32.24
M6 SpaSLR + MLComm % ! spa 0.00 62.58 43.90 0.00 92.58 81.88
M7 SpaSLR + MLComm ! % spa 95.12 51.52 29.24 78.20 35.64 28.49
M8 SpaSLR + MLComm ! ! spa 99.85 46.83 26.51 78.20 35.68 28.44

(a) Bangor Miami dataset. (b) Google Fleurs dataset.

Figure 2: Comparison of language identification accuracy (leftmost Y axis) and transcription errors (WER and CER, rightmost
Y axis) on code-switching (Bangor Miami) and monolingual (Google Fleurs) datasets. The horizontal axis depicts the Model
IDs indicated in Table 2, sorted by language detection accuracy. As can be observed, higher detection accuracy leads to lower
transcription errors.
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that were not considered by pre-trained ASR models, may improve
with the help of the LID loss. To support new languages, once a new
language token is added to the vocabulary, or an existing one is
reused as a language token, the LID loss will help ensure that these
languages are properly detected by the ASR model, thus improving
the quality of transcriptions. Ultimately, this will help bridge the
technology gap in terms of speech applications for low-resource
languages.

5.1 Limitations and Future Work
We should note that the transcriptions in the Miami corpus are
not always verbatim, as they were not built for ASR research in
the first place but rather for linguistic analysis. Moreover, the
names of speakers in the audio files were systematically replaced
with other names in the reference transcriptions, and thus they do
not correspond to their actual speech. While we did not consider
speaker identification in our research, these discrepancies might
have slightly affected negatively our transcription results.

We have focused on code-switching scenarios involving two lan-
guages. In the future, we plan to apply our approach to multilingual
communities that use several languages on a regular basis, as is the
case for example in Luxembourg, where natives speak the three
official languages of the country (Luxembourgish, French, German)
plus English.We also plan to explore alternativemodel architectures
to improve code-switching language segmentation and transcrip-
tion through a Mixture of Experts architecture (MoE) [28, 29]. A
MoE consists of two main elements: sparse MoE layers and a gate
network or router. The router could use language identification to
send tokens to a language-specific Expert, which would generate a
more accurate transcription.

6 CONCLUSION
We have proposed a simple yet powerful approach to fine-tune
the pre-trained ASR Whisper model on multiple languages simul-
taneously, by combining the original ASR loss with an auxiliary
LID loss for language identification. Our results suggest that this
approach leads to substantial improvements on speech transcrip-
tion metrics, on both the code-switching Bangor Miami dataset and
the out-of-domain monolingual Google Fleurs dataset. To the best
of our knowledge, this is the first attempt to address jointly lan-
guage identification and speech transcription of multiple languages
simultaneously. Ultimately, this paper can serve as the basis for
further research related to code-switching ASR in conversational
interfaces.
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